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Abstract

The absence of a long-running, official measure of U.S. state-level consumption im-
pedes the study of many important questions. To address this key constraint, we esti-
mate a new, annual, state-level panel of retail consumption for 1970-2015 using official
measures of retail spending and newly-digitized state sales tax records. We combine the
information of these varied series via a state-space model that accommodates missing
data, measurement error and temporally or regionally aggregated observations. We
apply our estimates to two questions whose study has been hampered by lack of data.
First, we examine the role of cross-state banking integration in interstate risk sharing,
here measured by the relative comovement of output and consumption across state
pairs. Exogenous increases in integration raise output and consumption comovement
similarly, indicating that banking integration only smooths consumption insofar as it
smooths output. Second, we estimate consumption fiscal multipliers using state-level
military spending shocks. Our estimated relative multipliers are positive, grow over
time, and are notably larger than recent ones based on private-sector consumption
data from the Great Recession.
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1 Introduction

What are the welfare costs of business cycles? Does government stimulus crowd out private

spending? How well can households buffer shocks using credit markets? These are a few

of the important questions that could be analyzed using variation across U.S. states and

a good measure of state-level consumption. The literature taking a regional approach to

macroeconomic questions is large (Chodorow-Reich (2020)), and much of it relies on the

state versions of official national series like output, employment, and personal income.

However, there is a notable gap in data availability: no long-running, official measure of

state consumption exists. This absence has led researchers to work with imperfect alter-

natives whose shortcomings can impede the study of pressing topics like these.

To address this key issue, this paper constructs a new, annual, state-level consumption

measure for all U.S. states and the District of Columbia for 1970 to 2015. Our core idea is

that while existing measures of consumption might each be individually deficient, we can

combine them to estimate true consumption. By choosing input data whose shortcomings

are pure measurement error we can construct a consumption measure that is still broadly

useful. Our final output is a state-level, nominal, per-capita retail consumption series that

we benchmark against leading alternatives and official personal consumption expendi-

tures (PCE) data. We demonstrate the usefulness of our estimated consumption series by

examining two questions whose study has been hampered by poor quality data: the im-

pact of financial integration on interstate risk sharing and the response of consumption to

fiscal shocks.

The central shortcoming of existing measures of state consumption is that they require

researchers to trade off data quality with coverage across time and states. While generally

high quality, official government measures have limited availability. State-level PCE begins

only in 1997, the economic census is comprehensive but occurs only every five years, and

the state-level Monthly Retail Trade Survey (MRTS) was constructed for but a few states

and has long been discontinued. In search of greater coverage, some researchers have

turned to correlates of consumption such as retail employment or new car registrations.

These studies often require additional structural assumptions or empirical work to assure
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audiences that the “noise” that separates these alternative measures from true consump-

tion is not endogenous to the topic of interest. Others have used composite private sec-

tor measures that are available for many years and states but are typically a “black box”

combination of employment and other undisclosed inputs. The nature and extent of the

measurement error they contain can therefore be hard to assess1. There are still more al-

ternatives depending on the setting, but, in general, compromises are hard to avoid.

With these issues in mind, we begin by assembling and harmonizing several official

measures of retail spending. This focus on retail balances coverage of the consumption

basket with data quality and is a common choice in previous papers interested in state-

level consumption2. Our first source is the economic census, which every five years sur-

veys the near-universe of retail establishments. It has been used infrequently in the past

due to low frequency and changing definitions of retail sales over time. We use these cen-

suses to build a novel, internally consistent series of state-level cumulative 5-year retail

sales growth for 1967-2012. Our second main source is the Census’ Monthly Retail Trade

Survey, which surveys a subset of retail establishments to provide a higher-frequency but

noisier measure of retail sales. From 1962 to 1996, the MRTS reported retail sales esti-

mates for a selection of sub-national areas. In the past, researchers have made use of a

limited subsample that covers 19 large states and 1978-1996. We extend previous work by

digitizing annual state-level MRTS data for 1970-1996. We also digitize MRTS data for the

nine census divisions, giving us a regionally-aggregated measures of retail sales3. Third,

we construct the retail component of state-level PCE from the goods and food services

subcategories to maintain comparability with the retail census.

We also construct measures of retail spending based on state sales tax records. State

sales taxes are ideally designed to target retail sales. With data on both tax rates and rev-

1One leading example is the Survey of Buying Power from Sales and Marketing Management (SMM),
which Asdrubali et al. (1996) and Del Negro (2002) have used. Guren et al. (2021) and Del Negro (2002)
discuss the opacity of its construction.

2Del Negro (2002), Asdrubali et al. (1996), Guren et al. (2021), and others also focus on retail spending and
discuss its connection to total consumption. In our sample national retail sales are closely correlated with
PCE itself at the annual frequency and the retail component of national PCE is roughly half the total basket.

3The MRTS reported state-level estimates only for states of substantial size. The group of covered states
grew to 15 by 1970 and 19 by 1978. The census divisions are clusters of neighboring states. The MRTS pro-
vides annual retail sales for all nine divisions over 1970 to 1996.

2



enues, researchers can therefore calculate the implied tax base and use this as an esti-

mate for retail spending. This was pioneered by Garrett et al. (2005) and has been used

occasionally in the literature (e.g. Zhou (2010) and Abdallah and Lastrapes (2012)). We

build on their work by constructing an updated set of estimated sales tax bases for 46

states and 1970-2015 that corrects for previously mis-recorded rates and revenues. Un-

fortunately, the quality of these basic estimates can vary across states due to exemptions,

rebates, and other idiosyncratic issues. For a subset of states with serious issues we con-

struct a novel, improved measure of the sales tax base using newly-digitized industry-level

sales tax records. Depending on the state, these give us either industry-level estimates of

the sales tax base or, more notably, measures of gross sales by industry. Aggregating the

industry-level data gives us our improved state-level retail spending measure.

We combine the information in our input series via a state-space model that links the

true, latent level of retail consumption in each U.S. state to each of our observed series and

accommodates their key features. We assume that retail consumption in each state evolves

according to a simple unobserved components model along the lines of Clark (1987). Ob-

servations directly map onto latent consumption with classical measurement error. We

calibrate our estimates to the retail census, giving us a consistent reference point for true

consumption across our whole sample. We jointly estimate consumption for all states

under the assumption that each state’s consumption evolves independently, allowing for

information sharing across states only via common parameters and the census-division-

level data that capture retail sales for groups of states. We calculate the likelihood of our

model using an extended Kalman filter, which accommodates differing levels of aggre-

gation, measurement error, and missing observations. While our model does pose some

estimation challenges due to its high dimensionality, we demonstrate that the Sequential

Monte Carlo (SMC) method of Herbst and Schorfheide (2016) can succeed in this setting.

We evaluate our consumption measure by examining our estimates and the model’s

parameters directly, comparing our estimates to existing alternatives, and discussing the

consequences of our estimation procedure for various applications. First, our parameter

estimates suggest state consumption is the sum of a random walk and a smaller, persistent

stationary component, which largely aligns with the literature on aggregate consumption
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dynamics4. We show that the model is able to generate reasonable estimates of state-level

consumption across states and years both in state-years with PCE or MRTS data and those

that have only sales tax data. Even in situations where there is no state-year-specific infor-

mation, such as states without sales taxes in the years before PCE is available, the model is

able to infer consumption from temporally aggregated (the economic census) and region-

ally aggregated (division-level MRTS) data. Second, we compare our estimates to private

sector estimates from Sales and Marketing Management (SMM), retail employment, and

national retail PCE. Our estimates perform sensibly at the state level and track national

PCE consistently across the full sample when aggregated. Lastly, using the simple frame-

work of Kroencke (2017) we discuss why filtered quantities like PCE or our estimates are

smoother than “raw” measures like retail employment or the MRTS. We show how this ex-

cess smoothness is larger when the input data is less informative, how this smoothness

can bias results, and how this bias can be addressed by using designs like difference-in-

differences that rely on the first moments of consumption.

With our consumption estimates in hand, we turn to our first application: the impact of

cross-state banking integration on interstate risk sharing. The interstate risk sharing litera-

ture has come to conflicting conclusions on the overall extent of risk sharing, largely driven

by data quality and research design issues (Del Negro (2002)). To overcome these, we mea-

sure risk sharing via the relative synchronization of output and estimated consumption

growth across state-pairs and focus our attention on the impact of banking integration

on risk sharing. Our instrumented difference-in-difference design builds on recent work

from Dube et al. (2023) and exploits the idiosyncratic and staggered rollout of deregulation

across state-pairs5. We find that increasing integration increases output and consumption

synchronization similarly, which suggests that consumers do not use bank credit to share

risk across states. This contrasts with the substantial contribution of credit markets to in-

terstate risk sharing identified by Asdrubali et al. (1996), who estimate this channel using

the time-series properties of private sector consumption estimates.

4cf. Hall (1978) and the large subsequent literatures on the time-series properties of aggregate nondurable
and durable consumption.

5Morgan et al. (2004) were the first to study the impact of interstate banking deregulation on output co-
movement. There is a large literature in finance using these deregulations as a source of exogenous variation
(see Baker et al. (2022)).
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For our second application we estimate state-level consumption fiscal multipliers. The

consumption response to government spending is a key determinant of the overall output

multiplier and is an important quantity in its own right for understanding the welfare ef-

fects of government spending. We estimate multipliers over the 1970-2006 period using

the state-level military spending shocks from Nakamura and Steinsson (2014). Using both

the Nakamura and Steinsson (2014) short-run specification and Ramey and Zubairy (2018)

dynamic specification, we find open economy relative consumption multipliers that are

positive on impact and over 1 at five years out. Our results hold when using the weak-IV ro-

bust estimator from Andrews and Armstrong (2017). We contrast our conclusions to those

of Dupor et al. (2023), who estimate smaller positive regional consumption multipliers us-

ing private sector consumption data from the Great Recession. Our findings are similar to

those of Chen (2019), who estimates large, persistent effects of government spending on

retail employment. Lastly, we consider our findings in the context of several recent mod-

els of open-economy fiscal multipliers and conclude these dynamic responses are hard to

match without additional internal propagation mechanisms.

Related Literature

First, this paper is related to the small literature dealing with consumption measurement

issues. Wilcox (1992) is an early and important study of the MRTS and the economic conse-

quences of its measurement error. Garrett et al. (2005) and Zhou (2010) attempt to estimate

state sales tax bases and the latter discusses discrepancies between private and govern-

mental measures of consumption. Many papers that use alternative consumption mea-

sures such as Del Negro (2002) and Guren et al. (2021) also comment on their properties

and potential shortcomings. Our work brings together the various datasets discussed in

these papers and is informed by their insights. Also important is Kroencke (2017), which

examines the differences between filtered and unfiltered consumption data through the

lens of a simple statistical model. Our discussion of the causes, consequences, and solu-

tions to “excess smoothness” in estimated consumption builds on his work.

Next, we connect to the literature on the estimation of macro quantities from noisy,

mixed frequency, or missing data. The closest paper to ours methodologically is Schorfheide
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et al. (2018), which estimates a state-space model for national consumption allowing for

measurement error and mixed frequency data. While their approach is tailored towards

learning about the low-frequency dynamic properties of consumption, our focus is on in-

ferring true consumption given multiple noisy observables. Our modeling approach also

has some similarities Antolin-Diaz et al. (2017) and others in the Bayesian dynamic factor

model (DFM) literature that try to learn about latent states using many noisy observables

of varying qualities and frequencies. We are able to estimate many more latent variables

than a typical DFM because we impose sufficient structure on the mapping from state-

level latent consumption to the observables. Our work also connects to the larger literature

that attempts to measure GDP from noisy input sources using measurement error models.

These include Aruoba et al. (2016), Pinkovskiy and Sala-i Martin (2016), and many others.

We also connect to the literature on interstate risk sharing. An early and influential pa-

per is Asdrubali et al. (1996). Using private-sector consumption data, they estimate the

extent of risk sharing between states starting in the 1960s and find a large role for credit

markets in interstate smoothing. Since this credit channel is directly intermediated by

banks, our finding in section 5 that banking integration does not increase risk sharing con-

trasts with their results. Hess and Shin (1998) and Del Negro (2002) also study interstate

risk sharing using the MRTS and other alternative consumption measures, with the latter

emphasizing the importance of taking into account measurement error. Further work in

this literature such as Demyanyk et al. (2007) has often used income due to these issues

with consumption data. Our new consumption estimates help resolve these data quality

issues.

Additionally, our work is related to the large literature in finance on the causes and

consequences of interstate banking deregulation, including Jayaratne and Strahan (1996),

Kroszner and Strahan (1999), Morgan et al. (2004) and many others. Our empirical ap-

proach is informed by these papers and Baker et al. (2022)’s discussion of common econo-

metric issues in this setting. In particular, our use of state-level synchronization as a mea-

sure of risk sharing is informed by Morgan et al. (2004) and Goetz and Gozzi (2022), who

focus on changes in output comovement due to increased banking integration. We extend

this approach to consumption synchronization using our estimates.
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Lastly, we speak to the large literature on regional fiscal multipliers. As summarized

in Chodorow-Reich (2019), there have been many studies considering the regional em-

ployment, income, or output responses to fiscal shocks. To the best of our knowledge,

however, only Dupor et al. (2023) and Chen (2019) extend this focus to consumption. Du-

por et al. (2023) estimates short-run multipliers using private-sector estimates of a subset

of retail consumption and cross-sectional variation in federal spending during the Great

Recession. Our estimates are estimated on the full retail spending basket and provide evi-

dence on the size of the regional consumption multiplier across multiple business cycles.

Chen (2019) extends the analysis of short-run fiscal multipliers in Nakamura and Steinsson

(2014) to the dynamic setting and uses retail employment as a proxy for consumption. Our

dynamic estimates using our consumption series are largely consistent with his findings

and provide additional moments for models of regional fiscal multipliers to match.

Roadmap

The paper proceeds as follows. Section 2 discusses the properties of our input data series

and their construction. Section 3 lays our our statistical model and describes its estima-

tion. Section 4 evaluates our consumption measure by discussing parameter estimates,

examining four typical states’ estimates, comparing our estimates to retail employment,

private sector estimates, and national PCE. Section 5 examines the impact of increased

banking integration on interstate risk using the state-pair-wise rollout of interstate bank-

ing deregulation in the 1980s and 90s. Section 6 estimates state consumption multipliers

using military spending shocks and compares our estimates to recent work using alterna-

tive consumption measures. Section 7 concludes.

2 Data

In this section we discuss the scope of our measurements and each of our major data

sources. Much of the sales tax data we collect is new to the literature, but we also make

important adjustments to sources used in previous work. At a high level, our goal is to

reliably estimate consumer spending on retail goods, by collating information from the

quinquennial retail census, the monthly retail trade survey, and records of sales taxes col-
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lected. We orient our data cleaning efforts towards harmonizing these series, so that each

represents variation in a similar basket of retail trade transactions.

The following subsection defines several concepts we use, and the remaining subsec-

tions discuss each major data source in detail. Table 1 offers a summary of each source,

including its frequency, coverage, and qualities.

2.1 Retail Consumer Spending: A Definition

We define retail transactions as sales of goods to final users, plus food service transac-

tions. Our key data sources track the sales of retail trade establishments, which are estab-

lishments that specialize in retail transactions (e.g., grocery stores, auto dealers, apparel

stores). The inclusion of food service in the definition of retail is based on the Standard

Industrial Classification (SIC) system that was commonly used before 1997. Several of our

key data sources, including the Monthly Retail Trade Survey, are of retail sales values that

include sales of “Eating and Drinking Places" (i.e., restaurants and bars). For data sources

that instead use the NAICS system, including the retail census for years later than 1997,

our notion of retail includes NAICS codes in the 44-45 range, plus food services listed un-

der NAICS 722. This final addition maintains continuity in the treatment of food services

across our sample. We provide a detailed breakdown of the NAICS and SIC categories that

our notion of retail sales covers in the appendix.

Although our data series are measurements of retail sales, our core applications require

a measure of retail expenditures. The former measures sales made by firms in a state and

latter expenditures made by residents of a state. The two will therefore differ by the size of

transactions made by mail-order, e-commerce, and purchases made outside of one’s home

state. To mitigate these differences, we adjust our main benchmarks—the retail census

changes—to exclude transactions by non-store retailers (those that specialize in mail or-

der and e-commerce sales). We find that before 1997, the exclusion of non-store retailers

makes little difference for our estimates of spending growth. As e-commerce gains popu-

larity in the 2000s, sales by non-store retailers become an important part of sales dynamics,

and we adjust for this accordingly when possible.
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2.2 The Retail Census

Our first data source is the retail census, a comprehensive survey of US retail establish-

ments on their annual sales and payrolls, which, since 1967, has been conducted every

five years. For the years before 1997, we treat the retail census as an authoritative source for

five-year retail spending growth rates in each state. This is because the census minimizes

both sampling error (the survey is administered to the universe of establishments known

to file payroll taxes) and non-sampling error related to industrial and geographic classifi-

cation of individual establishments. A useful feature of the retail censuses is detailed in-

formation on sub-categories of retail trade, allowing us to construct five year growth rates

for durable and non-durable sales, as well as exclude the sales of non-store retailers.

We make a new contribution to the literature by constructing internally consistent growth

rates from the retail censuses. Most of the five year intervals in our sample featured a

change in the technical definition of “retail sales." For example, between 1967 and 1972,

certain plumbing and electrical establishments were re-defined to wholesale from retail;

between 1972 and 1977, certain types of financing fees were removed from the definition

of sales. The “headline" figures reported in each census typically make no adjustment for

these changes, and so a naive calculation of growth rates will conflate changes in economic

activity with technical changes in definitions.6 Fortunately, in most cases, these census

publications contain additional tables which retabulate the prior census using current def-

initions; we were typically able to construct consistent growth rates by digitizing these aux-

iliary tables. A full discussion of our census treatment is available in the appendix.

2.3 The Monthly Retail Trade Survey

The Monthly Retail Trade Survey (MRTS) reports regular estimates of national retail sales

based on a random sample of retail trade establishments. Between April 1962 and Decem-

6It is especially important to avoid these errors for the 1997 transition from the SIC to NAICS classifica-
tions, where the discrepancy between the definitions of retail—even after food service is properly accounted
for—is typically over 5% of the NAICS definition. Previous census users (e.g., Zhou used growth rates com-
promised by these large categorization artifacts.
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ber 1996, the survey published estimates for a selection of large geographic areas.7 Using

tables published in the Current Business Reports series, we construct annual retail sales

indexes for the 15 largest states of that era, along with 9 ‘geographic divisions’ that form

a national partition. These series cover the years of 1967 - 1996, and for an additional 4

states we construct shorter series covering 1978 - 1996.8 Although the state-level MRTS

series feature in previous work (e.g., Hess and Shin 98, Del Negro 02), a novel contribution

of this paper is the extension the MRTS series to the 1967 - 1978 period for the 15 largest

states and the of the division-level series9.

Relative to the retail census, the MRTS series are subject to sampling error, and contain

much less detail on the subcategories of retail sales10. However, they are available at a

much higher frequency. Work by Wilcox (1992) suggests that our use of annual data should

mitigate much of the sampling error that exists at monthly frequencies. The MRTS does

directly calculate estimates of sampling variability for each year and geographic division.

These are reported as coefficients of variation, or the relative root mean square error, and

are typically between 2 and 8 percent of the level of retail sales. These are usually lower

in states or divisions with larger populations as those regions have a greater number of

surveyed establishments.

2.4 The BEA’s Personal Consumption Expenditures

The Bureau of Economic Analysis (BEA) publishes a state-level Personal Consumption Ex-

penditures (PCE) series that begins in 1997. To maintain continuity with our other mea-

7In private communication, Census Bureau officials had this to say about the termination of the geo-
graphic area figures: “There was additional geographic detail that accompanied the Monthly Retail Trade
Survey releases up until the mid-1990s. Unfortunately, that portion of the program fell victim to budget cuts
and was discontinued. That program relied heavily on direct collection of geographic data from the retail-
ers."

8See the appendix for a description of geographic divisions. See table () for the 19 states for which we have
an MRTS series. In the appendix we also how—in addition to extending the series—we correct a data error
in previous versions of the series.

9The Census website only hosts state-level MRTS records for 1986 onwards. Some recent work, e.g. Mian,
Sufi, Verner 2019, has only used that subsample due to this limitation. It appears earlier researchers working
with the MRTS data also digitized the data themselves or had an alternative digital record that is no longer
available.

10Notably, there is typically enough disaggregation to permit us to distinguish between nondurable sales
and total sales; we plan to further investigate construction of durable and nondurable retail sales estimates
in future work.
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sures of retail sales growth, we use the goods and food services expenditure portion of this

measure in our estimation. We call this subset “retail PCE.” For years ending in 2 and 7,

state PCE draws heavily on information in the quinquennial retail trade census discussed

above, but with some adjustments to more closely align sales figures with the notion of PCE

used in the NIPA accounts. An advantage of using these figures over the raw retail census

is that the explosion of e-commerce sales in the 21st century has made geographical sales

figures a worse measure of geographical expenditures. The BEA’s PCE measure attempts to

adjust for this discrepancy. For years between the retail censuses, the BEA uses geographic

wage and employment data from retail trade industries to estimate fluctuations in con-

sumer expenditures.11 As the BEA notes, the core assumption behind this method is that

changes in wages are closely linked to changes in receipts for these industries. The bench-

marks in Awuku-Budu et al. (2013) suggest these wages are an informative but imperfect

measure of expenditures. Given the geographical and imputation issues, we treat the PCE

measure as an observation of retail sales subject to some noise.

2.5 State Sales Tax Records

We implement a novel approach to measuring retails sales from state sales tax collections,

which emphasizes data on sales tax collections by industry. Before explaining our new

approach, we briefly describe the sales-tax based approach used in previous work, and the

the core concerns about that approach.

Previous work (e.g. Garrett et al. (2005) and Abdallah and Lastrapes (2012)) has used a

measure of the sales tax base constructed as follows:

tax baset =
tax revenuet

tax ratet

If the sales tax base were consistently applied to all retail transactions, this would in-

deed be an effective record of those transactions. Unfortunately, this measure tends in-

stead to be excessively volatile as a retail sales measure, for a variety of reasons: the tax base

11The data come from the Quarterly Census of Employment and Wages (QCEW) collected by the Bureau
of Labor Statistics.
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omits some stable expenditures (e.g., food), the sales tax base undergoes legal changes,

and around 40% of of the base falls on intermediate or non-consumer sales (Mikesell and

Kioko (2018)). An additional problem is that the data source for sales tax revenues, the

Census Bureau’s Quarterly Survey of State Tax Revenue, was not conducted for 4 quarters

in the early 1990s, producing a considerable gap for growth rate calculations.12

To date, the largest improvement on this crude sales tax base was constructed by Zhou

(2010). To reduce error associated with changes in tax rates, as well timing in the collection

of payments, Zhou collected a measure of taxable sales for 12 states.13 Essentially, taxable

sales are a measure of the sales tax base reported directly by states, which do not require

the researcher to make assumptions about the timing or uniform application of the sales

tax rate. Unfortunately, most of the series she collected are very short: 9 of her 12 taxable

sales series begin in 1994 or later; the longest, for Florida, begins in 1980. Many of these

taxable sales series continue to have the issue that there is too much variability coming

from non-retail sales.

To build an improved series of taxable retail sales, we collect novel data on state sales

tax collections by industry. Relative to Zhou, we focus not just on collecting reports of the

tax base, but specifically reports that isolate the the receipts coming from the retail trade

sector. By focusing on receipts from the retail trade sector, we can purge variation in the

tax base measure that comes from non-retail transactions; in some cases the industry level

data also allow us to adjust growth rates for legal changes in the scope of the tax base (e.g.,

the exclusion of groceries). Some of our data sources are the same ones used by Zhou,

but the new reports we digitize allow us to greatly expand the time series coverage and

industry detail available. For example, we extend Zhou’s gross sales series for Washington

State, which began in 1994, back to 1972, and are able to separate Washington’s retail sales

into durable and non-durable establishment series.14

12The sale tax data excludes the states which do not collect sales tax: Alaska, Delaware, Montana, New
Hampshire, and Oregon. Users of the Quarterly Survey also tend to exclude Utah and Nevada, two states
with implausibly wild time series.

13The twelve states were California, Colorado, Florida, Iowa, North Dakota, Nebraska, South Dakota, Ten-
nessee, Texas, Virginia, Vermont, Washington. Only her series for Florida, Texas, and Virginia begin earlier
than 1994.

14The reason we are able to collect longer time series than Zhou (2010) is that she restricted her search to
data available on state websites, which states only began uploading in the mid to late 1990s. Most of our new
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To preview the benefits of our additional data, Figure (1) plots, for Washington State,

percent changes in the crude sales tax base (in blue), along with a sales series we construct

from our auxiliary data (in red). In 1982, Washington temporarily repealed the sales tax

exemption for groceries: this caused a huge surge in the crude sales tax base, followed by a

large drop in the crude base when the repeal ended in 1983. Thus, the crude base conflates

changes in transactions with legal changes to the transactions measured by the state. We

also observe the additional problem that crude base is missing data for 1992 and 1993,

when the Quarterly Survey of State Tax Collections was suspended for four quarters.

In contrast, our improved series allows us to correct the effects of the tax base change,

by informing us directly about the revenue collected by grocery store establishments. This

allows us to compute a percent change which excludes the industry whose legal status is

evolving. In the case of Washington State, we can do even better than this, as the auxiliary

data reports a sales measure (“gross sales") which is invariant to changes in the tax base.

In what follows we outline our sources and approach to these data.

In the following section we discuss the sources and concepts involved in our construc-

tion of improved sales tax base measures. Although we have uncovered information on tax

bases by industry for over 25 states, this version of the paper is only implementing a fully

improved sales tax base for 4 states, owing to the considerable effort needed to clean these

series.15 Thus, for most states we are currently using a tax base series similar to the one

constructed by Zhou (2010). This is the crude tax base discussed previously, although rel-

ative to previous papers we are more careful to document and exclude dates where there

are legal records of a large change to the sales tax base.

Tax Collections by Industry

The data we collect are at the industry by state level, although the level of industry detail

varies by state. In most cases, industry sales tax receipts are available at the 2 digit SIC level

(e.g.: SIC 54: Food Stores, SIC 56: Apparel Stores, etc.), although some states offer detail at

the 3 digit level, and others use non-standard classification schemes. This information is

records come from an (ongoing) search of state library systems.
15The 4 states are Washington, Colorado, Utah, and Georgia. We choose to focus on these states, as they

are relatively large but lacked information from the Monthly Retail Trade Survey.
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Figure 1: The blue series is a crude estimate of the sales tax base used in previous work.
The red line plots our refined estimate of retail sales (based on sales tax filings), using ad-
ditional taxable sales information collected from historical reports of the Washington State
Department of Revenue.

published by states in an idiosyncratic way, under a variety of titles, including Washington

State’s Quarterly Business Review, the Mississippi Tax Comission Service Bulletin, and Col-

orado’s Department of Revenue: Annual Report. Most of the series constructed from these

reports begin in the 1970s, and run through the early 2000s, although the precise span of

each series also varies on a state basis.16 In the appendix we discuss the reports used for

each state, many of which we were only able to locate with the help of state librarians.

We find it useful to distinguish between three types of receipts reports:

1. Gross Sales: Gross sales entail all receipts reported by an establishments, including

those which are not subject to the sales tax. This measure is ideal in that it would not

16We currently end many of these series in the early 2000s as a result of two complications: first, many
states made the categorization transition from SIC to NAICS during this period, introducing a change in the
series definition. Second, the rise of e-commerce causes some of the retail trade sub-categories to exhibit
unstable variation.
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vary with legal changes in the coverage of the tax base. Unfortunately, most states do

not reliably report gross sales.

2. Taxable Sales: Taxable sales entail all receipts reported by an establishments which

are subject to the sales tax. In most states, this differs from gross sales by the value of

food for home consumption, as well as gasoline. Several states report a measure of

taxable sales, which have the advantage of not requiring any adjustment by sales tax

rates.

3. Tax Revenues: These are simply revenues collected by the state (sometimes net of

refunds). These fluctuate as a result of both base changes and rate changes.

As discussed previously, sales taxes have 3 main limitations as measures of retail sales:

1.) Inclusion of intermediates and goods not for households 2.) Shifts in tax bases and

rates 3.) Exclusion of food items. In the case where we have gross sales information by

industry, we overcome all three of these challenges: 1.) the industry coding allows us to

exclude non retail trade establishments, 2.) the gross sales values is invariant to base shifts

and 3.) even food items are reported under the gross sales heading. The red line plotted in

Figure (1) is constructed from gross sales figures that Washington State classifies as retail

trade establishments.

In practice, we usually have information on either taxable sales or tax revenues, which

are still useful for overcoming the first two limitations. We can overcome the first challenge

whenever our industry break-down allows us to exclude sales tax revenues from non retail

trade establishments. And although both taxable sales and revenues will vary with the legal

form of the tax base, information on sub-categories of retail trade (e.g., apparel, or gas

service stations) allow us to calculate adjusted growth rates that ignore the establishments

experiencing a legal adjustment. In practice, many of the revisions to the tax base are

changes in the treatment of the service sector, which we typically exclude wherever we

have access to industry breakdowns.

An additional advantage of having industry breakdowns for sales tax revenues, is that

they contain information on the relative sales of durable and non-durable establishments.
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Along with the information on non-durable sales from the geographic MRTS, this allows

us form estimates of non-durable sales growth for a sub sample of states.

3 Estimation

On their own, each of these previously discussed data series has incomplete coverage

across states and years, is subject to measurement error, or is aggregated in time or across

states. Our aim therefore is to estimate annual per-capita log retail consumption at the

state level using the information embedded in these data series. Our output is a state-by-

year panel of consumption estimates for the 50 states and D.C. for 1970-2015. We proceed

by specifying a state-space model that links our observed series to the unobserved latent

level of consumption in each U.S. state and estimating the model using Bayesian methods.

3.1 Model Overview

Our model has two main blocks: a latent block that governs the dynamics of consumption

and an observation block that maps observed data series to latent consumption. For the

latent block we model consumption using an unobserved components (UC) model. These

models have long been used to decompose macroeconomic time series into stochastic

trends and stationary cycles. The form used here is similar to one used in recent work by

Farmer et al. (2021) to model GDP and nests the specific cases of stationarity, stationarity

around a time trend, and stationary around a random walk with drift. While our setting

differs in an important respect from typical use of these models by incorporating mea-

surement error, we choose this functional form for its parsimony, flexibility, and success in

modeling other macroeconomic time series. For the observation block, we assume classi-

cal measurement errors that are independent across series, time, and with respect to latent

consumption.

Let state i’s true, latent level of log annual per-capita retail consumption ct be the sum
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of a stochastic trend c̄t and cycle xt. We have:

ci,t = c̄i,t + xi,t

c̄i,t = c̄i,t−1 + µi + ϵi,t

xi,t = ρxi,t−1 + ηi,t

ϵt ∼ N(0,λ1/2σ), ηt ∼ N(0, (1− λ)1/2σ)

The trend component c̄t evolves as a random walk with driftµi and the cycle component

xt is an AR(1) process. The variance of the increment to ct is σ, with share λ coming from the

trend shock ϵt and the remainder coming from the cycle shock ηt. As λ → 0, ct approaches

a trend-stationary specification with time trend µ. As λ → 1, ct approaches a pure random

walk with drift µ. We further assume that ϵt and ηt are independent.17

The observation block of the model maps latent consumption to each of our observ-

able series with measurement error. The general structure is that each observable series

j for state i has observations yi,j,t that are a known function of consumption and its lags

gj(ci,t, ci,t−1, ...) with an average deviation αi,j and measurement error ωi,j,t:

yi,j,t = gj(ci,t, ci,t−1, ...) + αi,j + ωi,j,t, ωi,j,t ∼ N(0, σω
j )

The g are allowed to be nonlinear. We allow for persistent average deviations, αj , to capture

differences in trends between observable series and latent consumption. The main source

of these are the previously discussed differences between the retail census’ conception of

retail sales, retail sales as tracked by the MRTS, our retail PCE measure, and state sales

tax bases. For example, the retail sales tax base has been eroding over time relative to

total retail sales due to accumulating exemptions, which can introduce long-run trends

unrelated to true retail consumption. Lastly, we assume here that the measurement errors

are classical—independent of the structural shocks ϵt and ηt—and mutually independent.

17As Clark (1987) and Morley et al. (2003) discuss, a UC model with unrestricted covariances of funda-
mental shocks is not identified without auxiliary non-linear restrictions. In practice, even models where the
structural covariance between trend and cycle shocks is zero can yield estimated shocks that do covary. In
light of these issues, we follow previous work and impose independence.
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In particular, we observe 4 state-level series: annual changes subject to measurement

error for the sales tax base and the state MRTS; annual levels subject to measurement error

for retail PCE; and the 5-year changes in the retail census subject to no measurement error:

yi,SalesTax,t = ci,t − ci,t−1 + αi,SalesTax + ωi,SalesTax,t, ωi,SalesTax,t ∼ N(0, σω
SalesTax)

yi,MRTS,t = ci,t − ci,t−1 + αi,MRTS + ωi,MRTS,t, ωi,MRTS,t ∼ N(0, σω
MRTS)

yi,PCE,t = ci,t + αi,PCE + ωi,j,t, ωi,PCE,t ∼ N(0, σω
PCE)

yi,RetailCensus,t = ci,t − ci,t−5

We also observe and make use of annual census-division-level MRTS changes for each di-

vision d. Because our units are log per-capita levels, the mapping from state to division is

nonlinear and depends on state populations:

yd,MRTS,t = gd({ci,t}, {popi,t})− gd({ci,t−1}, {popi,t−1}) + αd,MRTS + ωd,MRTS,t,

ωd,MRTS,t ∼ N(0, σω
MRTS)

gd({ci,t}, {popi,t}) = log
(∑

i∈d popi,t · exp ci,t∑
i∈d popi,t

)
We take the five year changes in the retail census as the truest measure of retail consump-

tion growth and the level of PCE as an indicator for the level of consumption.

While one could estimate 51 independent state-specific models, there are gains from

sharing information across states that we seek to exploit. First, conducting inference on

the parameters that govern the dynamics of latent consumption may be challenging on

a state-by-state basis given our short time series18. Imposing common ρ, λ and σ across

states allows us to leverage the panel dimension of our dataset effectively. Second, census-

division-level MRTS data is most useful in the context of jointly estimating each constituent

state’s latent consumption as there is no obvious way to transform such a series into state-

specific information. Lastly, we expect that the measurement errors inherent in the MRTS

and PCE series are broadly similar across states, making it natural to impose common σω
PCE

18These issues are discussed in Farmer et al. (2021) and are potentially a greater concern here as the time
dimension of our annual dataset is much shorter than their quarterly one.
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and σω
MRTS.

3.2 Estimation Approach

We take a Bayesian approach to model estimation to take advantage of our prior knowl-

edge about the properties of our data series. We start by specifying priors for the model’s

parameters and casting the model in state-space form. We evaluate the likelihood using

an extended Kalman filter to address non-linearities in the measurement equation. We es-

timate the model by sampling from its posterior using Sequential Monte Carlo. We use the

smoothed (i.e. two-sided) estimates of latent consumption as our output.

We compile the previously mentioned series into a single ≈ 4,000 observation dataset

spanning 51 states and 1970-2015. See table 2 for specifics and 1 for more details on the un-

derlying data. We convert aggregate quantities into per capita ones using smoothed state-

level population estimates from the Census19. Coverage is generally comprehensive. Every

state-year has aggregated information available from the division-level MRTS and the re-

tail census and for about 90% of state-years we observe state-year-specific data. While the

state sales tax records are occasionally missing in our sample, the typical small state (e.g.

Maine) has sales tax data, division-level MRTS, and retail census data for the whole sam-

ple and retail PCE data post 1997. Larger states (e.g. New York) will also have state-specific

MRTS data. The states without sales taxes (AK, DE, NH, MT, OR) do not have state-specific

MRTS data and so have no state-specific data prior to 1997. However, the divison-level

MRTS data does provide spatially aggregated annual information and and the retail cen-

sus provides 5-year cumulative changes.

The priors for our parameters are generally diffuse and informed by national statistics,

reported sampling errors, or comparisons between series. A summary can be seen in ta-

ble 3. Average state-level growth rates µi are symmetric and centered on rounded average

nominal US retail PCE growth over 1970-2015. ρ and λ have nearly-uniform Beta priors

on [0, 1] that drop off within 1e-3 of the bounds to rule out edge cases that can threaten

19There are occasionally large changes in estimated population between the last inter-census estimate and
the following decadal census estimates. For example, Florida grew roughly 1.5% from 1998-1999 and 2000-
2001 but 6% from 1999-2000. Our smoothed population estimates are constructed to match the decadal
estimates exactly.
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Data Series Units Areas Years Covered Observations
Retail PCE log per capita

level
51 States 1997-2015 918

MRTS: original
states

log p.c. growth CA, FL, IL, IN, MA,

MI, MN, MO, NJ,

NY, NC, OH, PA,

TX, WI

1970-1996 390

MRTS: later
states

log p.c. growth LA, MD, NC, VA 1978-1996 76

MRTS: census
divisions

log p.c. growth 9 Divisions 1970-1996 243

Sales Tax Bases log p.c. growth All but AK, DE,
NH, MT, OR

varied (gen-
erally early
70s-2015)

1858

Retail Census 5 year log p.c.
growth

51 States Every 5 years
from 1972-2012

459

Table 2: Summary of Data Used in Estimation

identification such as λ = 1. The range restriction on ρ is to ensure stationarity of the cycle

and rule out negative autocorelation20. The conditional variance of consumption growth σ

is centered around the standard deviation of log national retail PCE growth with 25th and

75th percentiles of about 4 log points and 9 log points. The average measurement error

parameters αi,j are mean zero and diffuse. Priors on measurement error standard devia-

tions are relatively diffuse and centered conservatively on larger values. Priors for σω
PCE and

σω
MRTS have mean 0.01, i.e. one log point, to accommodate geographical differences and

imputation for PCE and reported estimates of sampling errors for the MRTS. The mean for

σω
SalesTax is larger at .02 and is loosely based on the observed variance of the sales tax base

versus the MRTS for the years and states where they overlap.

Collect the parameters of the model into θ = [ρ, λ, σ, {µi}, {αi,j}, σω
j ]. Taking into ac-

count states that lack any MRTS or sales tax observations, and therefore have no need for

αi,js for those states and series, gives us 182 parameters in total. For each (U.S.) state we

track ci,t, five of its lags, and xi,t. We stack all these into a single (latent) state vector st that

has length 356 (51 U.S. states by 7 latent states), evolves linearly, and maps onto stacked

20Both national retail PCE and state retail PCE have strongly positive first order autocorrelations.
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Parameter Prior Dist. 25th and 75th percentile Source/Reasoning
µi N(0.05, 0.1) (-0.02,0.12) U.S. Retail PCE growth
ρ β(1.05, 1.05) (0.26,0.74) Rules out edge cases
λ β(1.05, 1.05) (0.26,0.74) Rules out edge cases
σ Γ−1/2(0.085, 0.15) (0.04,0.09) Variance of retail PCE growth

αi,PCE N(0, 0.05) (-0.03,0.03) Geographical differences
αi,MRTS N(0, 0.05) (-0.03,0.03) Basket differences
αi,TaxBase N(0, 0.25) (-0.17,0.17) Basket differences, base ero-

sion
σω
PCE Γ−1/2(0.01, 0.1) (0.004, 0.010) Geographical differences,

imputation
σω
MRTS Γ−1/2(0.01, 0.01) (0.005, 0.012) Estimates of sampling error

σω
TaxBase Γ−1/2(0.02, 0.25) (0.006, 0.016) Variance relative to MRTS

Table 3: Priors for main parameters. Γ−1/2 is the root inverse Gamma distribution. Γ−1/2

and N are parameterized with mean and standard deviation.

period-t observations yt non-linearly according to the equations in the previous part:

st+1 = T (θ)st + C +R(θ)εt, εt ∼ N(0, Q(θ))

yt = g(st, θ) +D(θ) + ωt, ωt ∼ N(0, E(θ))

For more information on the structure of these matrices see the appendix. We calculate

likelihoods by casting the model in state space form and applying an extended Kalman

filter, which adapts the standard Kalman filter straightforwardly to nonlinear settings us-

ing a period-by-period first-order approximation of g. Here, g(st, θ) is linear except for the

population-weighted transformation that maps state-level latent consumptions to division-

level MRTS growth rates21. The extended Kalman filter handles missing observations by

subsetting out the corresponding rows in g(st, θ), D(θ) and ωt as needed period-by-period.

We estimate the model using Sequential Monte Carlo, an alternative to Random Walk

Metropolis Hastings that has previously been applied to estimating medium-scale DSGE

models. The implementation we use here was developed by Herbst and Schorfheide (2016)

and has been applied by Cai et al. (2021) and others. SMC can be viewed as an augmented

form of importance sampling in which draws from a target distribution, here the model’s

21Nonlearity arises from the time-varying population weights, which we take as given, and the log-
averaging transformation itself. In our testing, the first-order approximation is quite accurate.
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posterior, are created by reweighting draws from an easier to sample distribution, here the

model’s prior. SMC turns modifies this one-step approach by incrementally and adaptively

mutating a set of initial parameter draws from the prior into draws from the posterior. Re-

cent work in statistics on related particle filtering methods has proven that the adaptive

features of Herbst and Schorfheide’s SMC implementation ensure performance in high di-

mensional settings (Rebeschini and Van Handel (2015)).

The output of SMC is a set of N parameter draws and weights {θi,W i}, i = 1...N that

approximates the posterior. We choose N in conjunction with other tuning parameters

to balance sample quality and execution time following the discussions in Herbst and

Schorfheide (2016) and Cai et al. (2021). Our nominal sample size is N = 1000 and our

effective sample size per parameter is in the low hundreds. This compares favorably to

standard random walk Metropolis Hastings estimations of medium-scale DSGE models

where nominal sample sizes in the millions can translate to fewer than 50 effective draws22.

We provide further estimation details in the appendix.

4 Evaluation of Consumption Estimates

First, we relate our posterior parameter estimates to existing research on consumption and

our prior knowledge about the input series. Second, we compare estimated consumption

across states and years with differing levels of information. We then compare our estimates

to retail employment, the SMM estimates, and national PCE. Lastly we describe the general

properties of filtered estimates versus “raw” ones and consider the implications.

4.1 Posteriors for Parameters

Before examining the posterior estimates directly, it is helpful to take a high-level view of

how these parameters are intuitively identified from the data we have. First, PCE and the

retail census pin down the level and average growth rates µi of ci,t, respectively. The cen-

sus is especially important as it has complete coverage across states and 5 year periods.

22Herbst and Schorfheide (2014) presents several examples to this point. The numerical error inherent in
a Monte Carlo average is inversely proportional to the effective sample size and varies by parameter. Intu-
itively, parameters that are more “difficult” to learn about from the data have smaller effective sample sizes
and more numerical uncertainty.
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Second, our priors and the overlap between various series inform the measurement er-

ror variances σω
j and average deviations αi,j . For example, the overlap between sales tax

bases and PCE in most states and sales tax bases and the retail census over time inform

σω
SalesTax. Lastly, the parameters ρ, λ and σ are estimated from the dynamics of estimated

consumption over time. As discussed in Farmer et al. (2021), these parameters are often

quite difficult to learn about in typical macro sample sizes. Since we impose that they are

common across states we leverage the panel structure of our data to effectively increase

the number of observations.

We report posterior estimates for the model’s core parameters in table 4. We consider

two main subsets of the parameters. First, the parameters governing the dynamic behavior

of latent consumption—ρ, λ and σ—conform with existing work on consumption dynam-

ics. We estimate that the level of state-level consumption is very close to a random walk,

with a small and persistent AR component whose contribution to overall variation (1-λ)

is imprecisely estimated at around 10-30 percent. We can also see this by looking at con-

sumption growth, ∆ct = (ρ − 1)xt−1 + µ + ϵt + ηt, which is dominated by time t shocks

and has little persistence given our estimate for ρ is about 0.965. There is a large litera-

ture on the dynamics of aggregate consumption started in its modern form by Hall (1978).

Given our frequency is annual and we include both durables and nondurables in our con-

sumption basket, our estimated mixture of a strong random walk and a smaller persistent

mean-reverting component fits within the existing literature23.

Second, our posterior means for the measurement error shocks are consistent with pre-

viously discussed properties of our observable series including sampling errors, geograph-

ical and imputation-based differences, and general measurement error. The MRTS is the

closest in construction and coverage to the retail census and as such it is not surprising

that we estimate low levels of measurement error for it. The posterior mean for σω
MRTS is

near the lower end of reported sampling error for the series. The level of σω
PCE is higher

but is consistent with the series’ observed properties. For the states and years where they

23As discussed in Kroencke (2017), there is ongoing disagreement in the asset pricing literature as to the
extent and importance of a stationary component in nondurables consumption. The literature on the ag-
gregate dynamics of durables spending has also noted that it has a persistent component (e.g. Caballero,
1993).
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overlap, we calculate that the difference between the 5-year growth in retail PCE and cor-

responding the retail census observation has a standard deviation of about 4 log points.

While not directly mapping to σω
PCE, this moment suggest that the previously-discussed

differences between PCE and the retail census are quantitatively large. Lastly, the standard

deviation of sales tax base growth is about 1 log point. Our sales tax measurement error

σω
SalesTax implies that it would not be unusual for the sales tax base to grow by 5 log points

while true consumption grew by 3.

Parameter Description Mean 25th/75th
ρ Persistence of transitory component of ci,t 0.964 0.963, 0.967
λ Variance share of permanent shocks to ci,t 0.870 0.65, 0.92

100 · σ Std. dev. of total shocks to ci,t 6.8 6.65, 6.91
100 · σω

PCE Meas. error for retail PCE 0.33 0.31, 0.34
100 · σω

MRTS Meas. error for the MRTS 0.07 0.06, 0.08
100 · σω

TaxBase Meas. error for the sales tax base 0.97 0.96, 0.99

Table 4: Posterior estimates for main parameters

Our estimates of consumption are the smoothed, i.e. two-sided, values of latent con-

sumption. Formally, we use as our estimates E[ci,1:T |y1:T ] where y1:T is the full set of data

used in estimation. We calculate this expectation by adapting the simulation smoother of

Durbin and Koopman (2002) to our non-linear setting and taking the weighted average of

smoothed latent consumption across parameter draws24. Details of the smoothing pro-

cedure, plots of the distributions of parameters, and plots showing the uncertainty in our

estimates are in the appendix.

4.2 Overview of Estimates and the Impact of Data Availability

To get a sense of how the model performs, it is helpful to first consider estimates from

a state that has all five input series available. In figure 2 we show the input series and

estimated latent consumption for California. It has state-level MRTS, sales tax base, and

PCE observations in addition to the unplotted division-level MRTS and retail census. The

sales tax measure for California is a basic version based on reported rates and revenues and

has occasional missing periods. Following the parameter estimates, we see that estimated

24We adapt the original Durbin-Koopman smoother similarly to how the extended Kalman filter adapts
the standard Kalman filter. The weights are the W i calculated by SMC.
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Figure 2: Comparison of estimates and input series for California. All states make use of
division-level MRTS (unplotted), the 5-year retail census (unplotted) and state retail PCE.
California’s estimates also use a state-level MRTS series and a basic sales tax base series
constructed from tax rates and revenues.

consumption hews more closely to the MRTS than the sales tax base in the early part of the

sample. In the latter part of the sample estimated consumption does tends to track PCE

closely, putting little weight on particularly large moves in the tax base as seen in the early

2000s. California’s experience is typical for the 19 states that have MRTS observation—even

in periods where the sales tax base behaves oddly the low measurement errors assigned to

the MRTS and PCE keep the estimates close to these series.

Next, consider states that lack the MRTS but have sales tax data, such as Colorado in

figure 3 or Rhode Island in figure 4. Colorado uses an improved sales tax series constructed

using industry-level gross sales instead of cruder sales tax rates and revenues. Estimated

consumption remains close to PCE in the latter part of the sample and close to the sales

tax measure in the earlier half. It is identical to neither, however, because division-level

MRTS and retail census information is also incorporated. For states with a cruder measure
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Figure 3: Comparison of estimates and input series for Colorado. All states make use
of division-level MRTS (unplotted), the 5-year retail census (unplotted) and state retail
PCE. Colorado also has an improved sales tax base series constructed from detailed state
records.

of the state sales tax base, which are typically more volatile, the estimates lean more on

the division MRTS and retail census. For example, Rhode Island, shown in figure 4, has

a volatile and cyclic sales tax base from 1970 through the late 80s. The model interprets

much of this variation as measurement error-driven, yielding estimates of consumption

that are smoother than the sales tax series. Simultaneously, the model also adjusts the

longer run trend of consumption growth to match the retail census instead of the trend

present in sales taxes in the 70s and 80s.

Lastly, consider state-years where we have no state-specific information. In our dataset,

about 90% of state-years have state-specific data, with about half of the missing state-years

coming from states without sales taxes and the remainder from states idiosyncratically

missing sales tax data. For example, there is a multi year period in the late 80s to early 90s

for which Rhode Island has no state-specific data due to missing sales tax revenue informa-
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Figure 4: Comparison of estimates and input series for Rhode Island. All states make use of
division-level MRTS (unplotted), the 5-year retail census (unplotted) and state retail PCE.
Rhode Island has a standard sales tax base series constructed from tax rates and revenues.

tion. Despite this, the model infers non-trivial state-level dynamics using temporally and

regionally aggregated information from the retail census and division-level MRTS, respec-

tively. The five states that are missing sales tax information completely, such as Delaware

as shown in figure 5, do have non-trivial longer-run consumption growth dynamics but

generally quite smooth consumption growth year-to-year. In sum, these states show that

the model is capable of reconciling conflicting information from across series, accommo-

dating the difference in apparent measurement error between state sales tax bases and

PCE or the MRTS, and inferring state-level dynamics using temporally or regionally aggre-

gated information when no state-specific information is available.

4.3 Comparison with Alternative Measures

We first compare our estimates at the state level to two leading alternative measures of

consumption. First, we consider retail employment per capita. This is a commonly used
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Figure 5: Comparison of estimates and input series for Delaware. All states make use of
division-level MRTS (unplotted), the 5-year retail census (unplotted) and state retail PCE.
The model uses the first two of these series to estimate Delaware’s consumption pre-1997.

measure of consumption as retail employees are an essential intermediate input into pro-

duction, i.e. sales, at retail establishments. As discussed in Guren et al. (21), retail em-

ployment tracks aggregate PCE well at the national level and moves nearly one-for-one

with consumption at the city level. Our annual state-level measure of retail employment

comes from the adjusted County Business Patterns dataset of Eckert et al. (2021), who cre-

ate a consistent NAICS-based measure of employment by sector for each county starting

in 1976. It is important to note that CBP data captures employment as of March in each

year, not an annual average. We aggregate these county numbers for sector 44-45 (retail

trade) to create state-level retail employment and normalize by our population estimates.

Second, we consider the Survey of Buying Power from Sales and Marketing Manage-

ment (SMM). These are private sector estimates of aggregate state-level retail consump-

tion for all states starting in the 1930s and ending in 1998. Unfortunately, it is not clear

how these are constructed. In previous correspondence with the firm, Guren et al. (21) and
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Figure 6: Comparison of our estimates, the Sales and Marketing Management series, retail
employment per capita, and retail PCE for California and Colorado.
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Figure 7: Comparison of our estimates, the Sales and Marketing Management series, retail
employment per capita, and retail PCE for Rhode Island and Delaware.
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Zhou were both told that retail employment was an important, but not sole, input into the

estimates. These authors were able to learn little else about their construction. Del Negro

(98) compares this series to the MRTS and judges it to have roughly similar measurement

error. We normalize these by our population estimates as well.

Our estimates comove moderately with these alternatives on average with some het-

erogeneity by state and year. In the appendix we show the panel-adjusted autocorrelation

functions for our estimates of consumption, SMM’s estimates, and retail employment. The

within-period correlations of estimated consumption growth with SMM growth and retail

employment growth are both roughly 0.5. This varies by state; in California SMM and our

estimates move quite similarly, while in Colorado there are periods where they diverge sub-

stantially. In California this concordance likely arises from the California-specific MRTS

data as both our estimates and SMM’s closely track the series. These are shown in figure

6. In situations where we have less or poorer quality input data, such as in Rhode Island

or Delaware as shown in 7, our estimates tend to be less volatile than either alternative.

Finally, our series tends to move less in years where the alternatives move substantially,

such as in the Great Recession25.

We also compare our estimates and these two alternatives to national retail PCE. We

construct the national per capita equivalents of the state-level estimated consumption,

retail employment, and SMM series. The correlation of our estimates and national retail

PCE is about 0.8, higher than the 0.65 for aggregated SMM and 0.6 for retail employment.

Our estimates also track national PCE similarly in the years when state PCE is available

and when it is not with a correlation of 0.86 after PCE becomes available in 1997 and 0.78

before. We take this as a sign that the combination of state sales tax records, the MRTS,

and the economic census can reliably recover information about consumption. We do

not track retail PCE exactly in the post 1997 period because the model still assigns some

measurement error to state PCE and therefore also incorporates information from the eco-

nomic census and sales tax records to generate estimates post-1997. Recall that the mea-

25Another notable point of divergence is in Rhode Island in 1991. We estimate a very shallow decline in
consumption while employment and SMM fall substantially. One potential reason for this is that the trough
of the 1990-1991 recessions occurs in 91Q1 and the CBP employment data is collected every March. This is
also connected to the filtering discussion in the next subsection
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surement error in PCE primarily comes from differences in retail sales within a state and

consumption expenditures by state residents. We include plots of the national series in the

appendix.

4.4 Excess Smoothness in Estimated Consumption

The basic theory of Kalman filters and smoothers (see, e.g., Hamilton (1994)) establishes

that our estimates ĉi,t are unbiased and minimize the mean squared error taking the data

and model as given. We can also straightforwardly construct optimal estimates of linear

functions of first moments of consumption using these ĉi,ts. For example, growth rates can

be estimated as ∆̂ci,t = E[ci,t − ci,t−1|y1:T ] = ∆ĉi,t. In general, however, optimal guesses of

second moments of consumption or functions thereof cannot be computed similarly; for

example, given some variable xt, Cov(ĉi,t, xt) is not an optimal guess for Cov(ci,t, xt) nor is

V [∆ĉi,t] one for V [∆ci,t].

As discussed in Kroencke (2017), second moments of ĉi,t are biased because any output

of a filtering procedure will necessarily be smoother than the underlying true series. Re-

call that the Kalman filter’s estimates each period are a weighted average of the incoming

data and the model’s prediction based on past data. The weight on the new data is the

Kalman gain and depends on the relative variances of fundamental shocks to consump-

tion and measurement errors. Intuitively, the Kalman gain is larger if the data is less noisy

and therefore more informative about true consumption. Conversely, noisier data will lead

to a smaller Kalman gain and smoother estimates that rely more strongly on the model’s

internal dynamics. As long as measurement error is nonzero, this excess smoothness will

be present to some degree.

Furthermore, estimates are smoother when data is missing. In the appendix we show

this formally in a simplified version of our model that features a single latent consumption

variable and multiple noisy observables. The basic idea is that a missing observation is

equivalent to one where the measurement error is infinite: both give the model no useful

information about true consumption. This can be seen visually as well in the estimates for

Rhode Island in figure 4. Between 1988 and 1995, when no state-specific information is

available, consumption estimates are much smoother than they are otherwise. In general,
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states-years with fewer observed data points will be smoother than state-years with more

data.

This excess smoothness in estimated consumption can introduce bias in applications

of the data. To fix ideas, consider a standard risk sharing regression along the lines of Ob-

stfeld (1994) or Asdrubali et al. (1996) where filtered consumption is regressed on output

yt: ĉt = α + βyt + ϵi,t. The researcher running this regression has the estimand βtrue =

Cov(ct, yt)/V (yt) in mind. However, if she uses estimated consumption she will instead

recover:

βfiltered =Cov(ĉt, yt)/V (yt)

= K
Cov(ct, yt)

V ar(yt)︸ ︷︷ ︸
attenuated true coefficient

+
∞∑
j=1

(1−K)jK
Cov(ct−j, yt)

V ar(yt)︸ ︷︷ ︸
bias from higher order covariances

where K ∈ (0, 1) is the Kalman gain. We derive this expression and give further discus-

sion in the appendix. The bias introduced by using consumption estimates comes from

the presence of measurement error in each period’s observations and the model’s use of

current and past data to infer ct. The magnitude of this bias is larger when the gain K is

smaller. In practice, since the informativeness of the data can vary across states and years,

the extent of the issue will vary as well. Applications where estimated consumption is used

as a regressor will also be biased for similar reasons.

These excess smoothness concerns are an issue for a variety of data series beyond just

our estimates. Commonly used series such as PCE and SMM are also products of filter-

ing processes26 and are subject to the similar excess smoothness concerns as our esti-

mates. On the other hand, “raw” unfiltered series such as the MRTS or the sales tax base

are noisy but not excessively smoothed and therefore can be used without introducing

bias. Kroencke (2017) illustrates this by comparing official PCE with municipal garbage

volumes, a noisy measure of true consumption used by Savov (2011). He finds that using

26Though PCE and SMM, to our knowledge, are not estimated using a Kalman filter, they are both con-
structed with similar goals in mind. Kroencke (2017) presents evidence that national PCE is well modeled as
the output from a simple one-variable Kalman filtering model.

34



PCE instead of garbage as the regressand in asset-pricing regressions leads to substantial

attenuation issues due to excess smoothness. In unreported results, we find similar atten-

uation issues when we estimate the risk sharing regression from above using our estimates

or the SMM series versus the MRTS data on the subset of states and years where the MRTS

is available27. With these concerns in mind, there are two simple ways that users of our

estimates can minimize the impact of excess smoothness.

One set of solutions concern choosing empirical designs that minimize the impact of

excess smoothness. First, using estimated consumption as a regressor instead of a regres-

sand will introduce further attenuation bias on top of the issues discussed above. If esti-

mated consumption must be a regressor, then standard error-in-variables solutions such

as finding an instrumental variable may be employed. Second, some regression designs

that use consumption on the “left-hand side” have estimands that are functions of first

moments rather than second moments. While the estimand from the risk sharing example

is a ratio of second moments, the estimand of a standard difference-in-difference design

naturally takes the form of differences in means of the dependent variable. Because these

means are still first moments of consumption, they are unaffected by excess smoothness

concerns. We revisit this point in section 5. Third, controlling for lags of ct will convert

the corresponding terms in the bias sum to Cov(νt−j, yt) where νt = ct − ĉt are the estima-

tion errors. These errors are likely to be uncorrelated with yt and therefore “knock out” the

corresponding terms in the bias sum. We discuss this further in section 6.

Additionally, researchers can limit the sample to states and years where the data is suf-

ficiently informative for the desired application. While there will always be a degree of

excess smoothness in our estimates, our previous examination of selected states and our

comparison of our aggregated estimates to national PCE suggests that the combination of

the MRTS, tax base, and the economic census generates consumption estimates that be-

have similarly to PCE. If the application is particularly sensitive to these bias concerns and

requires pre-1997 data, dropping the 5 states without sales taxes or state-specific MRTS

27Here, attenuation causes the researcher to overestimate the extent of risk sharing. The difference be-
tween raw and filtered consumption measures may therefore explain some of the differences between Hess
and Shin (1998) (who use the MRTS and find little interstate risk sharing) and Asdrubali et al. (1996) (who use
SMM and find much interstate risk sharing).
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(DE, NH, OR, AK, MT) can alleviate the issue. The remaining states’ estimates behave

much more similarly to how we expect retail PCE would were it available.

5 Risk Sharing

In this section we estimate the impact of banking integration on risk sharing across U.S.

states. First, we cover how the deregulation of interstate banking increased banking inte-

gration across state lines. We next outline how banking integration can increase risk shar-

ing via the credit channel, in which an increase in credit supply helps firms and household

smooth local shocks. We lastly present our instrumented difference-in-differences speci-

fication and our finding that integration does not increase risk sharing.

5.1 Banking Deregulation as an Instrument for Integration

From the 1950s through the late 1970s, interstate banking was severely curtailed in the

United States. The Bank Holding Company Act of 1956 required explicit state authorization

for any bank seeking acquire a new out of state subsidiary28 At the time, no state exercised

this option and so interstate banking was prohibited except for a few, small legacy bank

holding companies.

Interstate banking restrictions were progressively rolled back at the level of state-pairs

in the 1980s and 90s. The first mover was Maine in 1978, which allowed out-of-state banks

to acquire Maine banks only under the promise of reciprocity29. No state actually did re-

ciprocate until 1982, when New York and Alaska passed similar laws. Many states would

follow in the coming years. Not all states demanded reciprocity; by 1984 the majority of

new state-pair deregulations are coming from unilateral openings that allowed entry from

without reciprocation (Goetz and Gozzi (2022), Amel (2000)). A typical progression is that

a given state opens up to a select few partners in the initial round of deregulation and then

progressively expands the list of allowed states and relaxes demands for reciprocity over

time (Mian et al. (2020)). Amel (2000) fully documents the rollout of these laws from 1978

28Under the McFadden Act of 1927 state banking laws restricting interstate banking applied to both state
and federally charted banks.

29That is, a bank from state i could acquire a Maine bank if and only if a Maine bank could acquire one
from state i.
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Figure 8: Number of state-pairs that deregulated interstate banking each year. After 1994,
federal legislation deregulated interstate banking nationwide. We record these state-pairs
as having a deregulation date of 1995.

through 1994, when the federal Riegle-Neal Interstate Banking and Branching Efficiency

Act deregulated interstate banking everywhere. Figure 8 displays the number of pairs that

deregulated each year. State-pairs that were deregulated by federal legislation are recorded

as having a deregulation date of 1995.

Importantly, existing research has shown that the timing of these deregulations were

not endogenous to local conditions. Kroszner and Strahan (1999) and Kroszner and Stra-

han (2014) study the political dynamics underlying these deregulations and find a minimal

role for “public interest” concerns such as a desire to grow the economy or stabilize the lo-

cal banking system. The primary political opponents of deregulation were small banks

and small-bank-dependent firms. Initially, these interest groups were powerful enough

to defend their legal protections in every state despite wide cross-state variation in their

prevalence. As the 1970s progressed, however, the nationwide development of ATMs and

general improvements in information technology lowered the value of having a local bank

to depositors and thus the market power of small banks. In states where these banks were

initially less important the balance of power shifted earlier and interstate banking was
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deregulated sooner. Subsequent research from Goetz and Gozzi (2022) and others has

reaffirmed that the timing of deregulation appears largely unrelated to past or expected

output growth, personal income, or local banking crises.

These deregulations have therefore been used by many authors as an instrument for

integration. The degree of integration can be measured by the interstate asset ratio for

states i and j:

inti,j,t =
assets held by banks spanning i and j

bank assets in i+ bank assets in j

This ratio measures the fraction of total bank assets in states i and j possessed by bank

holding companies that operate in both states. It can be constructed using bank call re-

ports, which starting in 1976 give branch-level assets and ownership for U.S. banks. This

measure has been used by Morgan et al. (2004), Mian et al. (2020), and others; we use

the version recently constructed by Goetz and Gozzi (2022). These authors have shown

under various empirical approaches that integration is stable pre-deregulation and then

rises afterwards as banks gradually expand across state lines. In table 5 we present simple

evidence of this effect. We report the average levels of this ratio across “control” state pairs

that were never deregulated prior to the Riegle-Neal Act and for “treatment” state pairs

both before and after deregulation for the 1976-1994 period30. These basic means show

that integration is higher post deregulation; we estimate this effect formally in a subse-

quent section.

5.2 Banking Integration and Risk Sharing via Credit Markets

Theoretical work from Morgan et al. (2004) suggests that cross-state banking integration

might increase or decrease credit local availability and, in turn, risk sharing. In their model,

which adapts Holmstrom and Tirole (1997)’s framework to a multi-region setting, the equi-

librium quantity of credit is determined by the banking system’s supply of loanable funds

and local business’ and households’ demand for loans. Pre-deregulation, local supply and

demand shocks to the loan market do not propagate across state lines. Once interstate

30The information needed to construct the integration measure is only available in call reports starting in
1976.
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banking is permitted banks can use their internal capital markets to move funds between

states in search of higher returns, enabling either the dampening or amplification of lo-

cal shocks. The former occurs in response to local shocks to the supply of funds, which

banks can temper by importing funds from elsewhere; the latter occurs in response to lo-

cal shocks to loan demand, which lower local returns and push locally supplied loanable

funds to different markets. Which effect dominates is an empirical question.

In the U.S. context, empirical evidence shows that integration increased credit avail-

ability to both firms and households. Morgan et al. (2004) and Demyanyk et al. (2007)

provide evidence from indirect measures that lending to firms expanded in the wake of

deregulation. Their results suggest that integration dampens the impact of local shocks on

credit provision to firms. Mian et al. (2020) similarly find that integration increased credit

availability to households by measuring mortgage and consumer loan volumes31.

While an increase of household credit could increase risk sharing, the simultaneous

increase in business credit can make it hard to identify the true effect. At its core, risk shar-

ing is the idea that households’ consumption can be insured against local, idiosyncratic

shocks to output through linkages to other regions. Banking integration directly impacts

consumption via what Asdrubali et al. (1996) term the credit channel of risk sharing: bank-

intermediated household saving and borrowing across state borders can stabilize their

consumption. However, banking integration also stabilizes output via a similar expan-

sion of lending to businesses, as has been shown in Demyanyk et al. (2007) and Morgan

et al. (2004). To the extent that consumption is chosen in response to output realizations,

changes in consumption dynamics conflate both the direct effect of credit expansion on

risk sharing and the indirect effect operating through output. Typical solutions to this is-

sue include those of Del Negro (2002) and Morgan et al. (2004), who sidestep these issues

by imposing much more structure and by focusing solely on output, respectively. In this

paper, we address this by separately estimating the impact of banking integration on con-

sumption and output in order to identify both the direct and indirect effects of banking

integration.

31These results do not hold in all contexts. For example, Kalemli-Ozcan et al. (2013) finds that increased
banking integration across European countries in the early 2000s actually decreased credit provision to firms.
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5.3 Empirical Design

We use an instrumented difference-in-difference (DDIV) approach to estimate the impact

of increasing financial integration on risk sharing. Our sample is annual, spans 1976-1994,

and covers 903 state pairs. Due to excess smoothness concerns, we exclude from our anal-

ysis the five states without sales taxes (NH, DE, MT, OR, AK)32. Following the previous lit-

erature on interstate banking deregulation, we also drop HI, DC, and SD, due to their re-

moteness, small size, and tax-haven status respectively33.

Our dependent variables are output and consumption growth synchronization across

state-pairs. We measure consumption using our estimates and output using nominal gross

state product. Synchronization for a variable x between states i and j is defined as:

synchx
i,j,t = −|∆xi,t −∆xj,t|

Synchronization is bounded from above by 0 and is smaller (more negative) the larger the

difference in growth rates between the two regions. While alternative measures such as

rolling correlations or instantaneous quasi-correlations require estimates of variances or

covariances, synchronization requires only within-period estimates of growth rates. Since

these first moments are estimated without bias and we use synchroniation solely as a re-

gressand, the impacts of excess smoothness in our estimates are mitigated.34.

Our endogenous variable is banking integration and our instrument is an indicator

variable marking whethere a given state pair has been deregulated. For ease of interpre-

tation, we make use of a standardized measure of banking integration in the following re-

sults. Table 5 gives summary statistics for the (unstandardized) banking integration mea-

sure and synchronizations of output and estimated consumption. We plot the average

32Including these states gives point estimates that are qualitatively similar but generally attenuated and
more often insignificant.

33DE and SD have a disproportionate number of bank holding company headquarters due to their favor-
able tax systems. This makes it difficult to identify the portion of assets registered in these states connected
to actual local banking activity.

34The nonlinearity of the absolute value function does introduce some bias, which we show in the ap-
pendix will actually cause us to underestimate the true effect size. Intuitively, because the mean absolute
estimation error in ∆ĉi,t is positive, estimated synchronization is always bounded away from 0 regardless of
true synchronization.

40



level of synchronization over time for each of these series in the appendix. We refer read-

ers to Goetz and Gozzi (2022), Kroszner and Strahan (2014), and Morgan et al. (2004) for

further discussion of the deregulation instrument.

Group Control Treated Whole Sample
Period Before After
Variables mean (s.e.) mean (s.e.) mean (s.e.) mean (s.e.)
Banking Integration 0.0062 (0.035) 0.011 (0.047) 0.055 (0.11) 0.022 (0.07)
Output Synch. -2.3 (2.1) -3.3 (3.3) -2.4 (2.2) -2.8 (2.8)
Cons. Synch. -2.8 (2.3) -3.3 (2.9) -3 (2.7) -3.1 (2.7)
Observations 3,477 8,889 4,791 17,157

Table 5: Summary statistics on banking integration and synchronization measures for
1976-1994. The control state-pairs are those for which interstate banking was banned until
1995 and the treated state-pairs are those that were deregulated before 1995.

We base our approach on Dube et al. (2023), who develop a straightforward local-projections

based methodology that transparently addresses the major issues recently identified with

standard two-way-fixed effects (TWFE) regressions35. In short, in settings where treat-

ments are staggered and dynamic a TWFE regression will estimate treatment effects that

combine “good” comparisons between treated and untreated units and “bad” compar-

isons between just-treated and recently-treated units. Baker et al. (2022) emphasize the

importance of these issues in the context of interstate banking deregulation and show that

using TWFE instead of a more modern approach can give severely biased results.

5.4 Reduced Form Results

Our regressions take this basic form based on Dube et al. (2023):

yi,j,t+h − yi,j,t−1 = βh∆Di,j,t + δht + Γ∆Xi,j,t−1 + ehi,j,t

where yi,j,t is an outcome such as synchronization for pair {i, j}, βh is is the h horizon re-

sponse of outcome y to time t treatment, δht is a period fixed effect, ∆Di,j,t is the time t

change in treatment status, and ∆Xi,j,t−1 are changes in lagged controls. Dube et al. (2023)

35Roth et al. (2023) provides a recent helpful summary of the active and growing literature on this topic.
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deal with the problematic comparisons issue by restricting the sample to newly treated

observations where ∆Di,j,t = 1 and “clean control” observations that remain untreated h

periods out (i.e. where Di,j,t+h = 0)36. In our presented results ∆Xi,j,t−1 contains the lagged

change in economic similarity across the state pair. This measure has been used in Mor-

gan et al. (2004) and Goetz and Gozzi (2022) and is constructed by taking the root mean

squared difference in 1-digit industry employment shares between the two states. Our re-

sults are robust to its exclusion.

As is usual with a local projection, the coefficient βh gives the estimated treatment ef-

fect at h periods out relative to period t − 1. The collection {βh} is our estimate of the

dynamic effects of treatment. βh is identified off of the comparison between state-pairs

that did deregulate (and therefore begin to integrate) and state pairs that did not. In all of

our regressions we use dyad-robust standard errors from Aronow et al. (2017) that allow

for unrestricted dependence across any state-pair-years that share a state37.

In figure 9 we then show our first stage responses of consumption and output synchro-

nization to deregulation. Here, these regressions identify

βh
x,ReducedForm =E[synchx

i,j,t+h − synchx
i,j,t−1|∆Xi,j,t−1, Di,j,t = 1]−

E[synchx
i,j,t+h − synchx

i,j,t−1|∆Xi,j,t−1, Di,j,t = 0]

for x = cons. or output. The effect on consumption synchronization is statistically insignif-

icant on impact and rises to about 1.5 percentage points 5 years out. This effect is sig-

nificant and equal to about half a sample standard deviation or half the initial level of syn-

chronization. Output synchronization rises on impact and stabilizes at about 1 percentage

point. The effect is significant on impact but not at all further horizons. As discussed be-

fore, we can interpret the difference between these responses as a measure of the direct

effect of deregulation on risk sharing controlling for the impact of deregulation on output.

36Since deregulations are never reversed in our sample (i.e. the treatment is absorbing) the control group
for any given state-pair-year contains all of the never-treated pairs and all pairs that are yet to be deregulated
h years out.

37Consider two state-pairs i, j and i′, j′. A standard two-way clustering approach would allow dependence
between pairs where i = i′ or j = j′. We also allow for dependence when i = j′ or j = i′. See Cameron and
Miller (2014) and Graham (2020) for further discussion.
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Given the uncertainty in our estimates we cannot reject that this difference is, in fact, 0. In

unreported results, we also test this directly by using yi,j,t = synchcons.
i,j,t −synchoutput

i,j,t and find

no significant response.

One potential threat to identification is that both consumption and output synchro-

nization appear modestly lower pre-deregulation, which could be a sign of a parallel trends

violation. The most likely mechanism is selection into treatment, in which state-pairs that

were already becoming more synchronized over time endogenously decide to deregulate.

This could cause us to overestimate the true effect size. While the historical evidence

presented previously suggests this is not the case, we can address these concerns in our

empirical framework as well. As discussed in Dube et al. (2023), if selection into treat-

ment arises from static characteristics, covariates that change over time unpredictably, or

lagged changes in our controls then the standard conditional parallel trends assumption

will still ensure unbiasedness. If selection into treatment is due to lagged outcome dynam-

ics, then Dube et al. (2023) recommend adding ∆yi,j,t−k for k ≥ 2 as controls. We rerun our

consumption and output regressions controlling for the first three lags of changes in con-

sumption and output synchronization, respectively, and find similar results with some-

what attenuated point estimates. We include these figures in the appendix.

5.5 IV Results

While the reduced form results give the impact of deregulation on synchronization, we can

also estimate the causal relationship between banking integration and synchronization

directly. To do so, we estimate:

yi,j,t+h − yi,j,t−1 = βh
DDIV (inti,j,t+h − inti,j,t−1) + δht + Γ∆Xi,j,t−1 + ehi,j,t

inti,j,t+h − inti,j,t−1 = γh∆Di,j,t + αh
t + Λ∆Xi,j,t−1 + vhi,j,t

where the estimand for the coefficient βh
DDIV is:

βh
DDIV =E[yi,j,t+h − yi,j,t−1|∆X, inti,j,t+h − inti,j,t−1 = 1]−

E[yi,j,t+h − yi,j,t−1|∆X, inti,j,t+h − inti,j,t−1 = 0]
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Figure 9: Responses of consumption and output synchronization to banking deregulation.
90% confidence bands shown. Standard errors are dyad-robust (see text for details).

Each stage is estimated using the difference-in-difference setup of Dube et al. (2023). This

instrumented difference-in-difference specification correctly estimates βh
DDIV under two

sets of assumptions. First, we need the usual exogeneity and relevance assumptions for the

instrument. Second, we need the no anticipation and parallel trends assumptions to hold

in both the first stage and reduced forms. Hudson et al. (2017) discusses these assumptions
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and the estimand of an instrumented difference-in-differences design further.

βh
DDIV estimates the change of y over h periods in response to a 1 standard deviation

increase in integration over h periods. We interpret this as the impact of a policy interven-

tion that increases integration by one standard deviation from t−1 to t+h, having directly

instrumented for this long-run change. Another way to view them is as a generalization of

the within-period instrumented difference-in-difference estimates to a dynamic setting.

In figure 10 we show the first stage response of standardized banking integration to

deregulation. Here, the effect identified is:

βh
FirstStage =E[inti,j,t+h − inti,j,t−1|∆Xi,j,t−1, Di,j,t = 1]−

E[inti,j,t+h − inti,j,t−1|∆Xi,j,t−1, Di,j,t = 0]

The identification of this treatment effect depends on treatment and control groups evolv-

ing along parallel trends, conditional on our controls, and no response of banking inte-

gration in anticipation of treatment. Our pre-treatment effects are tightly estimated zeros,

providing no evidence against the parallel trends assumption. Post-treatment, the level of

banking integration grows steadily over time. Our estimated dynamic effects are similar to

those previously found in the literature. The heteroskedasticity robust F-statistics for our

first stage are above 30 for h = 0 and increase strongly with the horizon.

In figure 11 we plot our second stage estimates. Both consumption and output synchro-

nization rise in response to an increase in integration, with the average response across

horizons at about 2 percentage points. The estimates are uncertain and large in the short

run, but stabilize and are significant at further horizons. This largely tracks with the im-

provement in the strength of the first stage as h increases. The magnitudes of the estimates

at farther horizons are modestly larger than what a simple ratio of reduced form and first

stage estimates would give38.

Note that while this IV specification is not quite a traditional impulse response it does

38This likely arises from differences in how the IV, reduced form, and first stage regressions weight the
different treatment cohorts when calculating the aggregate effect. Following Dube et al. (2023), it is possible
to reweight the IV regression to match, say, the reduced form regression’s weights.
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Figure 10: First stage response of standardized banking integration to banking deregula-
tion. 90% confidence bands shown. Standard errors are dyad-robust (see text for details).

estimate a similar, policy-relevant quantity. To estimate an impulse response, we could run

yi,j,t+h− yi,j,t−1 = βh
IRF (înti,j,t)+ δht + ehi,j,t. Implicitly, the βh

IRF in this specification combines

both a forecast integration over h periods and a forecast for yi,j over h periods in response

to an integration “shock” at time t39. While the regressand is the same, the precision of the

estimator depends on the strength of the time t first stage and the coefficient is normalized

differently. In unreported results, we find that the βh
IRF are much less precise than βh

IV and

suffer from weak-IV issues. Additionally, normalizing by the long-difference in integration

yields a more policy-relevant quantity. Our first stage results below show that integration

responds only gradually to deregulation in the short run and grows steadily over time. The

size of the long-run change is likely influenced by the very low initial levels of integration.

Policy interventions in different contexts will likely generate integration responses that are

similarly slow-moving due to the inherent frictions in expanding banking networks; how-

ever the effects may be smaller if the initial level of integration is higher. Normalizing di-

rectly by total change in integration over a horizon can therefore give an estimate that is

more “portable” to other contexts.

39See Alloza et al. (2019) for more discussion.
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Figure 11: IV estimates of the change in synchronization to a 1 S.D. cumulative change in
integration after h years. 90% confidence bands shown. Standard errors are dyad-robust
(see text for details).
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5.6 Discussion

The similarity of the output and consumption responses suggests that there is little direct

effect of integration on risk sharing and, in turn, little evidence that credit markets improve

interstate risk sharing. As discussed before, banks facilitate sharing of risks by moving

funds across state borders via internal credit markets or national interbank markets. The

deregulations considered here enable the expansion of cross-state internal capital markets

as measured by inti,j,t. Putting aside interbank markets, which are relatively small during

our period of interest40, the extent of cross-state banking integration directly determines

the capacity for bank-intermediated credit markets to shift risks across states. We therefore

interpret the similarity of the consumption and output responses as providing minimal

evidence that households are using credit markets to smooth local shocks.

This finding and mechanism contrast with the results of Asdrubali et al. (1996), who

find a large but declining role for credit markets in risk sharing over our time period. They

find that upwards of 35% of output volatility is smoothed by credit markets between 1963

and 1980 but less than 20% is over 1980 to 1990. Their estimates are based on year-by-year

cross-sectional regressions of consumption growth on output growth and are subject to

the excess smoothness concerns discussed previously. Additionally, as they also mention,

their results could be driven by changes in the underlying distribution of shocks to output

over time. To the extent that these changes are national or otherwise common between

our control and treatment groups our design addresses this issue. More fundamentally,

their findings are difficult to reconcile with the low levels of banking integration before

deregulation and the increased linkages that develop after 1980.

6 Consumption Fiscal Multipliers

In this section, we estimate consumption fiscal multipliers using the military spending

instrument of Nakamura and Steinsson (2014). We first provide an overview of the in-

strument. We then present estimates of short run and dynamic fiscal multipliers. In our

40See Allen et al. (2020) for a cross-country comparison and a discussion of the small role of these markets
in the U.S. over our time period.
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preferred specification, we find relative consumption multipliers that are positive, close in

size to output multipliers, and grow substantially over 5 years.

6.1 Military Spending Instruments

There is a long literature in macroeconomics, summarized recently in Ramey (2016) and

earlier in Hall (2009), that uses military spending as a source of exogenous variation in total

government expenditures and therefore as an instrument to estimate output fiscal multi-

pliers. Nakamura and Steinsson (2014) (NS) extend this approach to the state-level, using

detailed information on military contracts to construct measures of state-specific military

spending. While it is plausible that national military spending is exogenous to domestic

economic conditions, large wars and military build-ups are relatively infrequent and often

quite small after the Korean War. At the state level, however, there is substantial cross-

sectional and time variation in military spending even after the 1950s. Unfortunately, it is

very plausible that local politicians could be guiding spending to their districts based on

local conditions. To overcome this endogeneity issue, NS construct two sets of instruments

for state-level military spending.

The two sets of instruments from Nakamura and Steinsson (2014) that we consider

leverage differences in exposure to national military spending across states. The first,

termed the “interaction” instruments, are constructed by regressing changes in state spend-

ing on national spending allowing for differential sensitivities across states. In effect, there

is a separate instrument for each state. The fitted values from this estimation are state-

specific rescalings of national spending and should be independent of any locally en-

dogenous component of military spending. The second is a simple Bartik instrument,

constructed at the state-level by interacting national military spending with fixed, state-

specific spending shares. They estimate these shares using the state-level military spend-

ing over 1966-1971. We make use of both in this section.

Weak first stages are an important, but surmountable, issue for both the interaction

and the Bartik instruments. On our restricted sample of 1970-2006 41, both sets of in-

41Nakamura and Steinsson (2014) use 1966-2006 and also confront similar weak instrument problems. Our
first stages are modestly weaker because we drop several important Vietnam-War-era observations.
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struments have Kleibergen-Paap heteroskedasticity-robust first stage F-statistics below 5,

leaving them vulnerable to the standard array of weak-instrument problems (Andrews

et al. (2019)). First, consider the interactions instruments. The weak and many instru-

ments problem will bias our estimated multipliers towards the OLS estimates and since

the strength of the bias is growing in the number of overidentifying restrictions, this issue

is especially salient here. As we discuss below, our OLS estimates are close to 0, so our IV

estimated multiplier will be, in fact, too small42. For inference, confidence sets can be con-

structed by inverting an Anderson-Rubin test. For the Bartik instrument, we make use of

the weak-instrument-robust estimator and associated confidence sets from Andrews and

Armstrong (2017). Their estimator is unbiased and has good small-sample properties for

the just-identified case but requires researchers to assume the sign of the first stage co-

efficient. Given our setting, we are comfortable making that assumption. This estimator

also tends to provide shorter, but still valid, confidence sets than standard two-stage-least-

squares.

6.2 Fiscal Multipliers

We estimate dynamic consumption and output multipliers. We adapt the original NS spec-

ification to compute integral multipliers as in Ramey and Zubairy (2018) that capture the

accumulated change in outcomes over t to t+ h in response to the accumulated change in

military spending over t to t+ h, instrumented with a time t Bartik instrument:

h∑
j=0

yi,t+j − yi,t−1

yi,t−1

= αy
i + γy

t + βy
h

h∑
j=0

gi,t − gi,t−1

yi,t−1

+ ΓyXi,t−1 + εi,t

h∑
j=0

ci,t − ci,t−1

yi,t−1

= αc
i + γc

t + βc
h

h∑
j=0

gi,t − gi,t−1

yi,t−1

+ ΓcXi,t−1 + ηci,t

h∑
j=0

gi,t − gi,t−1

yi,t−1

= αz
i + γz

t +Πzi,t + ΓzXi,t−1 + νi,t

42NS assess the importance of weak-instrument issues using simulations and find that they are minor.
Since we use a smaller sample than them these findings may not carry over.
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where yi,t is real output per capita in state i, ci,t is real estimated consumption per capita,

gi,t is real per capita military spending, X is a collection of time t − 1 or earlier controls,

and zi,t is either the set of interaction instruments or the single Bartik instrument. We

use the national consumer price index (CPI) to convert from nominal to real quantities.

Previous research has used the state-level price series constructed in Del Negro (2002),

which is constructed from official city-level price indices and cost-of-living estimates from

a private firm. Similar to private-sector consumption estimates, the measurement error in

these series is largely unknown, so we make use of national numbers43. Our regressors and

regressands are normalized by lagged output following Hall (2009).

Several features of our specification are chosen to address excess smoothness concerns.

First, we drop from our sample states the five states without sales taxes due to the limited

information we have for them in the earlier parts of our sample. Additionally, we control

for two lags of our outcome variables. The estimand in the consumption multiplier regres-

sions is a standard ratio of second moments and is therefore subject to attenuation and

bias due to excess smoothness. To fix ideas, consider again a simple, single-state regres-

sion on filtered consumption estimates: ∆ĉt = α+βc∆gt+ϵt. As in section 4, our coefficient

can be written as:

βc =Cov(∆ĉt,∆gt)/V (∆gt)

= K
Cov(∆ct,∆gt)

V ar(∆gt)︸ ︷︷ ︸
attenuated true coefficient

+
∞∑
j=1

(1−K)jK
Cov(∆ct−j,∆gt)

V ar(∆gt)︸ ︷︷ ︸
bias from higher order covariances

Attenuation will cause underestimation of the true parameter but the bias term may be

of any sign. To address this, we can control for lags of ∆ĉt in the regression. Define the

43Hazell et al. (2022) constructs state-specific price indices using BLS microdata. Unfortunately, these
series’ coverage across states is limited and begins in 1978.
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estimation errors as νt = ∆ct −∆ĉt. Then, controlling for J lags of ∆ĉt gives:

βc =Cov(∆ĉt,∆gt)/V (∆gt)

= K
Cov(∆ct,∆gt)

V ar(∆gt)︸ ︷︷ ︸
attenuated true coefficient

+
J∑

j=1

(1−K)jK
Cov(νt−j,∆gt)

V ar(∆gt)︸ ︷︷ ︸
≈0 due to IV, controls

+
∞∑

j=J+1

(1−K)jK
Cov(∆ct−j,∆gt)

V ar(∆gt)︸ ︷︷ ︸
bias from further higher order covariances

These estimation errors νt−j are a function of measurement errors, fundamental shocks to

consumption, and prior estimation errors.44 The main source of covariance is likely from

past fundamental shocks to consumption. Since we are instrumenting ∆gt to deal with po-

tential endogeneity between consumption and government spending, these Cov(νt−j,∆gt)

terms should be small in our application. Assuming covariance stationarity of ∆ct and ∆gt,

the early, low j terms in the infinite sum represent a substantial fraction of the total bias.

Controlling for the first J lags of ∆ct should therefore “knock out” the majority of the bias.

45.

Our estimated dynamic fiscal multipliers are shown in figure 12. We use the Bartik

instrument and the Andrews and Armstrong (2017) estimator to estimate the sequences

{βy
h}5h=0 and {βc

h}5h=0 and their 90% confidence intervals. In all regressions the standard er-

rors are Driscoll-Kraay with two lags to account for cross-sectional dependence and serial

correlation in the errors. Both our output and consumption multipliers are imprecisely

estimated and positive on impact, growing over time, and quite large at five years out. Our

output estimates at h = 2 are similar in magnitude to those reported in Nakamura and

Steinsson (2014)46. Our estimates and confidence bands allow us to reject consumption

multipliers below 1 at five years out.

44This can be seen by writing the Kalman filter recursions in terms of innovations to ct and forecast errors.
45When using the two-sided or smoothed estimates for consumption, there is a symmetrical term captur-

ing the correlation between current period δgt and future values of true consumption ∆ct+j . One could also
control for leads of consumption to address this source of bias as well.

46We present static multipliers estimated using the NS specification in the appendix.
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Figure 12: Estimates of output and consumption integral fiscal multipliers using Naka-
mura and Steinsson (2014) military spending shocks and the Andrews et al. (2019) weak-
IV-robust estimator. 90% confidence bands shown. Standard errors are Driscoll-Kraay.

6.3 Discussion

We first compare our estimates to those from two related papers. First, Dupor et al. (2023)

similarly estimate regional fiscal multipliers for a wide basket of consumption goods. Their

study focuses on the Great Recession and exploits regional variation in American Recov-

ery and Reinvestment Act spending. They measure consumption using the Neilsen retail

scanner dataset, which covers many common nondurable retail purchases, and car loan
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data from a credit bureau. Dupor et al. (2023) then use the average relationship between

Neilsen-type nondurables and other consumption categories in the CEX to infer multipli-

ers for larger categories of durables, nondurables and services. Roughly matching their

categories to our notion of retail spending gives a four-year consumption fiscal multiplier

around 0.30-0.35 compared to our four-year point estimate of about 2. We can clearly re-

ject values that low given our estimated confidence intervals and interpret this is as moder-

ate evidence that the consumption fiscal multiplier over our sample is larger than than that

estimated by Dupor et al. (2023). Given that output multipliers are typically estimated to be

larger in times of slack47, it is notable that our responses, which are estimated across many

expansions and contractions, are larger than those based on evidence from the Great Re-

cession. One potential explanation is that the subset of the basket that Dupor et al. (2023)

can directly measure responds differently than overall retail spending in ways not captured

by the average relationships seen in the CEX. Additionally, it is possible that difference in

expected persistence between ARRA and military contract spending could generate this

discrepancy.

A second point of comparison is Chen (2019), who estimates a long-horizon variant

of the original NS specification using retail employment as a proxy for real consumption.

His is one of few papers to estimate dynamic output fiscal multipliers using regional data

and is, to our knowledge, the only one to do so for consumption. He estimates a 5-year

response of retail employment to a military spending shock of about 3 and an output re-

sponse of about 2.5 using a somewhat similar long difference multiplier specification and

the interactions IV. We view his findings as corroborating evidence that consumption and

output regional multipliers are large in the long-run. Additionally, the similarity between

his real consumption responses and ours suggests that our estimates are not substantially

biased upwards due to local price responses to fiscal shocks.

Lastly, we briefly connect our results to existing models of regional and aggregate fiscal

multipliers. In many models of regional fiscal multipliers, such as the standard New Key-

nesian one in Farhi and Werning (2016) or the HANK one in Dupor et al. (2023), short run

regional output and consumption multipliers are typically small and translate to smaller or

47Ramey and Zubairy (2018) provides an overview.
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even negative aggregate multipliers depending on the fiscal authority’s financing strategy

or the response of monetary policy to fiscal stimulus. Additionally, these models cannot

generate the large, sustained medium run responses that we observe due to a lack of inter-

nal propagation mechanisms. Chen (2019) proposes one possible solution: inmigration in

response to fiscal stimulus. Looking at the response of state populations to the NS fiscal

shocks he finds evidence for this channel. Explicitly modeling the response of population

or other “stocks” to fiscal shocks—via e.g. capital inflows or increased firm creation—could

potentially close the gap between existing models and our empirical findings.

7 Conclusion

In this paper we have constructed a new set of estimates for state-level retail consump-

tion. We built our estimates off of the information contained in various direct measures of

retail spending, including newly digitized state sales tax records. Our statistical approach

accommodated the various features of our input datasets, including missing data, varying

levels of measurement error, and aggregated observations. Our estimates performed sen-

sibly when compared to national PCE and leading alternative measures of consumption.

We applied our estimates first to the study of interstate risk sharing via banking linkages.

We designed our empirical approach to address concerns about the excess smoothness

of filtered consumption estimates and found that increasing banking integration did not

increase risk sharing. In our interpretation, this implies that household do not use credit

markets to do ex-post smoothing of local shocks. We then turned our attention to con-

sumption fiscal multipliers. Using state-specific military spending shocks, we showed that

consumption fiscal multipliers are typically large and close to output multipliers. Our esti-

mates are larger than those based on private-sector consumption data from the Great Re-

cession and provide additional moments for models of regional fiscal multipliers to match.

We view this paper as the starting point for two types of future work. First, further re-

finements of our consumption estimates are possible. While our model is annual, much of

the data we use is available at higher frequency and could be used to estimate a quarterly

consumption series. Additionally, detailed sectoral breakdowns are available in the eco-

nomic census and in some state sales tax records and MRTS reports. These could be used
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to construct durable and nondurable consumption series for a subset of states. Our esti-

mates can also be extended back to at least 1967, as the economic census and some states’

MRTS and sales tax series continue into the 1960s. Second, there are many additional nat-

ural applications of state-level consumption data. We look forward to future work that

utilizes our estimates to answer a variety of interesting economic questions.
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Appendix

A Additional Estimation Details

See figure 13 for plots of the posterior distributions of the main parameters.

Figure 13: Unweighted posterior distributions for main parameters
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B Additional Comparisons between Estimates and Alternatives

Figure 14: Nationally aggregated estimated versus alternatives

C A Simple Model of Excess Smoothness

In this section we lay out a simple two-observable model of excess smoothness in filtered
quantities. The first subsection expands on the discussion in the main text. The second
provides brief derivations in support.

C.1 Overview

To understand why there is excess smoothness in our estimates, it is helpful to consider
a simple single-region version of our model and the properties of its Kalman filtered es-
timates48. Let true consumption ct evolve as a random walk and yAt and yBt be two noisy
signals for ct that have independent measurement errors:

ct = ct−1 + ϵt, ϵt ∼ N(0, σ2)

yAt = ct + ηAt , η
A
t ∼ N(0, σ2

A)

yBt = ct + ηBt , η
B
t ∼ N(0, σ2

B)

48The equivalent derivations for the smoothed (two-sided) estimates carry the similar intuition but are
less clear. Kroencke (2017) provides a similar exposition for the case with a single observable and stochastic
volatility.
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After a few initial periods49, the estimates ĉt = E[ct|yA1:t, yB1:t] from the Kalman filter evolve
according to this law of motion:

ĉt = (1−KA −KB)ĉt−1 +KAyAt +KByBt (1)

Time t estimates of consumption are a weighted average of the observations yAt and yBt
and the model’s forecast for ct based on the last period’s information, which is ĉt−1 since
ct is a random walk. The weights on these three components are based on KA and KB,
the elements of the steady-state Kalman gain corresponding to the variables yA and yB,
respectively. These Kalman gains measure the “informativeness” of each signal and their
derivation and precise forms are provided below.

The degree of excess smoothness in the estimates is proportional to the measurement
error in the observed data. Intuitively, each series’ Kalman gain is larger when that series
is less noisy in either an absolute or comparative sense. In the limiting case where either
σA = 0 or σB = 0 we have that the corresponding Kalman gain converges to 1 and ĉi,t = ci,t
exactly with no excess smoothness. Conversely, taking σA, σB → ∞ implies KA, KB → 0
and that the ĉi,t are perfectly smooth.

Furthermore, the estimates are smoother when data is missing. Suppose, without loss
of generality, that a single period of yAt is missing. The Kalman filter accommodates this
by setting KA = 0 and computing a new KB = K̃B for this period. K̃B is the Kalman
gain that arises from a model where only yBt is observed50. We show below that 1 − K̃B >
1 − KA − KB ∀σA, σB > 0, so that the consumption estimates are necessarily smoother
when yAt is missing. This can be seen visually in the estimates for Rhode Island in figure
4. Between 1988 and 1995, when no state-specific information is available, consumption
estimates are much smoother than they are otherwise. In general, states-years with fewer
observed data points will be smoother than state-years with more data.

This excess smoothness in estimated consumption can introduce bias in applications
of the data. To fix ideas, consider a standard risk sharing regression along the lines of Ob-
stfeld (1994) or Asdrubali et al. (1996) where filtered consumption growth is regressed on
output growth ot: ∆ĉt = α + β∆ot + ϵi,t. The researcher running this regression has the
estimand β = Cov(∆ct,∆ot)/V (∆ot) in mind, but if she uses estimated consumption she
will instead recover:

β =Cov(∆ĉt,∆ot)/V (∆ot) (2)

=(KA +KB)
Cov(∆ct,∆ot)

V ar(∆ot)︸ ︷︷ ︸
attenuated true coefficient

+
∞∑
j=1

(1−KA −KB)j(KA +KB)
Cov(∆ct−j,∆ot)

V ar(∆ot)︸ ︷︷ ︸
bias from higher order covariances

(3)

where we have used that time t estimates can be written as a function of all past observa-
tions ĉi,t =

∑∞
j=0(1−KA−KB)j(KAyAt−j +KByBt−j), that yit = ct+ηit with ηit iid measurement

49Kalman filters have a initial“burn-in” period after which the Kalman gain converges towards its steady-
state value. We works with a steady-state filter for clarity.

50Alternatively, it can be calculated by taking the measurement error of series yA to infinity: K̃B =
limσA→∞ KB . In either case we use the steady-state values of the Kalman gains.
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error for i = A,B, and the first difference of equation 1. The bias introduced by using
consumption estimates comes from the presence of measurement error in each period’s
observations and the model’s use of current and past data to infer ct. The magnitude of
this bias is decreasing in the total informativeness of the data KA +KB. In practice, since
the informativeness of the data can vary across states and years, the extent of the issue will
vary as well. Applications where estimated consumption is used as a regressor will also be
biased for the same reasons.

C.2 Derivations

Using the model laid out in 3, define the following matrices:

T = [1], Z =
[
1 1

]′
, R = [1], Q = [σ2],

E =

[
σ2
A

σ2
B

]
P = TP (T −KZ)′ +RQR′, V = ZPZ ′ + E

K = TP ′Z ′V −1

Under the standard Kalman filter recursions K is the Kalman gain, the estimated variance
of true consumption ct converges to a single element matrix P = [p2] such that P = TP (T−
KZ)′ +RQR′, and the estimated variance of the observables yt = [yAt y

B
t ]

′ converges to V =
ZPZ ′ + E. In our non-stationary setting, this limiting value P is a deterministic function
of our initial guess P0 and is not pinned down by other model parameters. This does not
impact the results presented here. Simplifying the expression for K gives

K =
[
KA KB

]
=

[
σ2
B

σ2
A+σ2

B+σ2
Aσ2

B/p2
σ2
A

σ2
A+σ2

B+σ2
Aσ2

B/p2

]
It is clear then that KA, KB ∈ (0, 1) and (KA + KB) < 1. If we take the limits σA → 0 and

σA → ∞ we get K =
[
1 0

]
and K =

[
0 p2

p2+σ2
B

]
, respectively. The first limit corresponds to

the case in which yA provides a perfect measurement of ct and the second the case in which
it provides no information at all. Note that this second case is equivalent to a model with
only a single observable. The same holds for the corresponding σB limits. Additionally,
note that ∂Ki/∂σi < 0 and ∂Ki/∂σj > 0 for i, j ∈ {A,B}, so that the weight placed by the
filter on a given observable is decreasing in that variable’s measurement error variance and
increasing in the other variable’s measurement error variance.

Lastly, we can show that more weight is placed on the data when more sources of data
are available. The standard Kalman filter recursions allow us to write each period’s esti-
mated consumption as the weighted average of the previous period’s estimate and newly
available data with weights determined by the Kalman gains: ĉt = (1 − KA − KB)ĉt−1 +
KAyAt +KByBt . A period in which yAt is missing is equivalent to a situation in which its mea-
surement error is infinite. Let K̃B = limσA→∞KB. We aim to show that 1−K̃B > 1−KA−KB

∀σA, σB > 0, so that the consumption estimates are necessarily smoother when yAt is miss-
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ing. Towards a contradiction, assume 1− K̃B < 1−KA −KB. Then,

1− σ2
A + σ2

B

σ2
A + σ2

B + σ2
Aσ

2
B/p

2
> 1− p2

p2 + σ2
A

= 1− 1

1 + σ2
A/p

2
=⇒

σ2
A + σ2

B + σ2
Aσ

2
B/p

2 > σ4
A/p

2 + σ2
A + σ2

B + σ2
Aσ

2
B/p

2 =⇒
0 > σ4

A/p
2

which must be false since p2 > 0 and σ2
A ≥ 0.

D Additional Results for Banking Deregulation

See figures 15 and 16.

Figure 15: Reduced form (first two) and IV (second two) responses of consumption and
output synchronization to banking deregulation controlling for 3 lags of the outcome. 90%
confidence bands shown. Standard errors are dyad-robust (see text for details).
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Figure 16: Reduced form (first column) and IV (second column) responses of retail em-
ployment (first row) and SMM consumption (second row). 90% confidence bands shown.
Standard errors are dyad-robust (see text for details).
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E Additional Results for Fiscal Multipliers

We estimate short-run fiscal multipliers for output and consumption using the specifica-
tion from Nakamura and Steinsson (2014):

yi,t − yi,t−2

yi,t−2

= αy
i + γy

t + βy gi,t − gi,t−2

yi,t−2

+ ΓyXi,t−1 + εi,t

ci,t − ci,t−2

yi,t−2

= αc
i + γc

t + βc gi,t − gi,t−2

yi,t−2

+ ΓcXi,t−1 + ηci,t

gi,t − gi,t−2

yi,t−2

= αz
i + γz

t +Πzi,t + ΓzXi,t−1 + νi,t

where yi,t is real output per capita in state i, ci,t is real estimated consumption per capita,
gi,t is real per capita military spending, X is a collection of time t − 1 or earlier controls,
and zi,t is either the set of interaction instruments or the single Bartik instrument. We
use the national consumer price index (CPI) to convert from nominal to real quantities.
Previous research has used the state-level price series constructed in Del Negro (2002),
which is constructed from official city-level price indices and cost-of-living estimates from
a private firm. Similar to private-sector consumption estimates, the measurement error
in these series is largely unknown, so we make use of national numbers51. Our regressors
and regressands are normalized by lagged output following Hall (2009) and constructed as
second differences to address timing issues in the military spending series and anticipa-
tory effects on output or consumption prior to spending occurring as in Nakamura and
Steinsson (2014). In all regressions the standard errors are Driscoll-Kraay with two lags to
account for cross-sectional dependence and serial correlation in the errors. We drop from
our sample states the five states without sales taxes due to excess smoothness concerns 52.

Table 6: Multiplier Estimates Using NS Instrument
Output Cons Output Cons Output Cons

Military Shock (Bartik) 2.981 2.086∗ 2.659 1.858 1.521 1.189
(2.821) (0.999) (2.740) (0.970) (1.342) (0.893)

Weak-IV Robust No No Yes Yes Yes Yes
Lagged Outcome Controls No No No No Yes Yes
Observations 1575 1575 1575 1575 1485 1485
Years 1970-2006 1970-2006 1970-2006 1970-2006 1972-2006 1972-2006

Driscoll-Kraay Standard errors in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

In table E we present estimation results using the Bartik instrument. In the first two
columns we estimate the specification with no additional controls. The output response
is large and imprecisely estimated, with a point estimate similar to that in NS. The con-
sumption response is somewhat smaller and significant. In columns three and four we use

51Hazell et al. (2022) constructs state-specific price indices using BLS microdata. Unfortunately, these
series’ coverage across states is limited and begins in 1978.
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the Andrews and Armstrong (2017) weak-IV robust estimator. Both the point estimates
and the estimated standard errors are smaller. In the last two columns we control for two
lags of the outcome variable as well to address persistence or other dynamics in our out-
comes. These estimates are much moderated, with an output multiplier close to 1.5 and
consumption multiplier close to 1.2. These last results are our preferred specification that
we base our following dynamic estimates on. In the appendix, we also report results using
the interactions instrument. The point estimates are somewhat smaller across the board,
but the weak first stage leads to unbounded AR confidence sets. We also report OLS esti-
mates for similar specifications and find point estimates below close to 0 for consumption
and around 0.25 for output.

F Further Data Discussion

F.1 Definitions

Though this paper focuses on total retail sales, we do occasionally make use of more dis-
aggregated data to construct our input series. Our notion of durable retail sales consists
of sales by firms specializing in durable goods retailing. Under the SIC classification, this
consists of establishments under the industry codes for Building Materials and Hardware
Stores (SIC 51), Automotive Dealers excluding gasoline service stations (SIC 55 excl. 554),
and Furniture and Appliance stores (SIC 57). Under the NAICS system, the relevant in-
dustry categories are Automotive (NAICS 441), Furniture (NAICS 442), Electronics (NAICS
443), and Buildings Materials (NAICS 444). The remaining types of sales are classified as
non-durable, and consist chiefly of sales by food stores, drug stores, apparel stores, gas
stations, eating establishments, miscellaneous stores, and department stores.

F.2 Retail Census

We use the retail census to construct a panel of 5 year growth rates in retail spending for
each state over the period of 1967 - 2017. In this section we discuss the details of how these
growth rates are constructed. We focus on 5 year growth rates because, since 1967, the cen-
sus has been conducted in years ending in 2 and 7 (although we also have a growth rate for
the 4 year change corresponding to the 1963 - 1967 period). Since 1992, the census data
have been posted on the Census Bureau’s website. For earlier years, scans of the census ta-
bles can be found on archive.org. Under the SIC system prevailing before 1997, the census
covers the industry codes 51 - 59. As discussed in the main text, this includes “eating and
drinking places (SIC 58)" which under the contemporary NAICS system is classified as a
service. After the NAICS system is introduced in 1997, we use the industry codes 44-45, in
addition to the food service category (NAICS 722).

Our growth rates are constructed from the total sales volumes reported for all retail
trade establishments, with two caveats. First, we subtract the sales of “Nonstore retailers
(SIC 596)" that specialize in cross-border sales, before calculating the growth rate. Second,
we use figures for “Establishments with Payroll." Before 1982, the census reported sales
for all establishments (including those which did not report payroll tax). Unfortunately,
the data for non-payroll establishments seems to have required cooperation from the IRS,
which was not forthcoming after 1982. We choose to use the payroll establishment figures
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for the whole sample. For reference, in 1972, payroll establishments accounted for a me-
dian (across states) of 96% of total retail sales, so relatively little is lost from the exclusion of
non-payroll establishments. The correlation (across states) between the 1967 to 1972 sales
growth rates for ‘all retail establishments’ and ‘payroll retail establishments’ is over 0.99.

As discussed in the text, there were adjustments to the definition of retail sales made
between some of the censuses. We now discuss details of how each growth rate was com-
puted:

• 1963 - 1967: To compute this 4 year change, we use Table 1, parts A and B, printed
in the 1967 retail census books. There do not appear to have been major revisions to
the retail definition over this period.

• 1967 - 1972: This change in computed from the 1972 census books, table 7, parts A
and B. Over this period, several establishments specializing in electrical and plumb-
ing supplies were re-classified from the retail to the wholesale sector. Table 7 presents
the 1967 and 1972 records tabulated under a unified definition, allowing us to com-
pute a growth rate unaffected by this classification change.

• 1972 - 1977: The core source for this change in Table 2 in the 1977 retail census books,
which presents the 1972 and 1977 value under the same industrial classification.

Unfortunately, there was a change to the meaning of “sales" over this period: in 1972,
respondents were asked to include sales taxes and finance charges in their reported
sales, but were asked to exclude these items in 1977. This makes the 5 year growth
rates for this period a lower bound on the true growth rate, and the tightness of this
bound will depend on each state’s degree of sales taxes and financing charges.

To mitigate this problem, we adjust the 1972 census figures by an estimate of the
degree of sales taxes and financing charges that were reported in each state. The
adjustment happens in four steps:

1. First, we estimate the degree of financing charges in each state. We begin by dis-
aggregating each state’s retail sales into 10 categories at the 2 digit SIC level (e.g.,
Apparel Stores (SIC 56), Furniture Stores (SIC 57)).53 For each of these indus-
tries, we have an estimate of the national percentage of sales which constitutes
financing charges: these estimates are taken from Table 4 of the Census Bureau’s
Current Business Reports: 1978 Retail Trade, Annual Sales, Year-End Invento-
ries and Accounts Receivable by Kind of Retail Store.54 For example, general
merchandise establishments (primarily department stores) are estimated by the
Census Bureau to have financing charges of 2.2%, while the retail trade sector as
a whole is estimated to have financing charges of only 0.5%. To form our esti-
mate of each state’s financing charges, we simply multiply each industry’s sales

53Technically a few of our disagregated categories are at the 3 digit level: Gasoline Service Stations (SIC 554)
and Drug Stores (SIC 591). These categories were chosen based on the organization of the Census booklets.

54Currently this report is hosted on the site Hathi Trust, availalbe at this URL
https://catalog.hathitrust.org/Record/002598329

73



by its national financing charge ratio, and take the sum. States with a higher per-
centage of retail sales at the department store and automotive establishments
have higher estimated financing costs, relative to their total sales.

2. Second, we estimate the degree of sales taxes reported for each state. We do this
using two distinct methods. The first, which is entirely analogous to our method
for estimating financing charges, is to weight each state’s 2 digit SIC retail sales
by an estimate of the national sales tax percentage. This time the national per-
centages are taken from the Census Bureau’s 1976 Retail Trade report, which is
similar to the 1978 report cited previously. This report indicates the retail sector
had a sales tax rate of 3.1%, with food stores facing a rate of only 1.9%.
The second method is to directly use information on sales taxes which prevailed
in each state in 1972. In this case, we also perform some sectoral disaggrega-
tion where appropriate: we assume that only 25% of food stores sales are taxed
in states known to exempt groceries in 1972 (we use special, reduced tax rates
on groceries for Louisiana and the District of Columbia). This method will still
feature some degree of error, as there may be local level sales taxes for which
we have no systematic information, as well as small and idiosyncratic sales tax
exemptions which cannot be exactly measured for each sector.
Since each method features some error, our total estimate of sales taxes reported
in the 1972 census is simply the average of the two. We think of this as a “crude
Bayesian" adjustment. In the absence of any information about any state’s spe-
cific tax rates, we would rely on the first method. If we had perfect information
on the tax burdens by state, we would use only the second. With imperfect in-
formation, we choose to blend the two estimates.

3. The third step is to re-scale our estimates of financing and tax charges to match
an aggregate value reported by the Census Bureau. In the appendix to the 1977
retail census books, the Census estimates that in 1972 there were 10 billion dol-
lars of financing charges and sales tax reported by surveyed retail establishments.
Since there were 457.4 billion dollars of total retail trade sales for the entire na-
tion, the total amount of sales we wish to subtract from the 1972 census should
sum to 10

475.4
≈ 2.19% of the national total.

The Census also states, in its discussion of the 1972 tax and financing charges,
that there was considerable under-reporting of these charges during the 1972
census. This is consistent with what we find, which is that our estimate of the
aggregate charges (formed by summing of estimate of the charges for each state)
is larger than the 2.19% figure which we target. Our third step is to multiply each
state’s charge estimate by the ratio of the census’s internal charge estimate to
our national charge estimate. This guarantees that the sum of all the charges we
subtract for each state matches the 2.19% value estimated by the Census Bureau.

4. Finally, we subtract the charge estimate for each state from the sales for that
state. This gives us an adjusted estimate of 1972 retail sales, which conceptually
aligns with the definition of sales used in 1977 (i.e.,a definition that excludes tax
and financing charges).
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Thus, for every state, our “adjusted" 1972 census series features lower sales than
the headline 1972 census. If we had adjusted every state down by the same per-
cent, each state would have 2.19% lower sales than the headline figure. Instead,
our procedure makes larger downward adjustments for states with higher sales
tax burdens and more activities in sectors with high financing and tax charges.
For example, we adjust Delaware’s sales down by only 1.35% (the state has no
sales tax), while we reduce Connecticut’s reported sales by 2.64% (the state had
a relatively high sales tax burden at the time). One might argue that our adjust-
ment for Delaware should be closer to 0.5% (without sales taxes, there would be
only financing charges), but the “Bayesian" averaging in our procedure “shrinks"
each adjustment toward the national adjustment.

Ultimately, our 1972 -1977 growth rate uses the 1977 sales from Table 2, along with
the 1972 values, after being adjusted using the above process.

• 1977 - 1982: This changed is computed from the 1982 census books, Table 2. Over this
period the Census Bureau changed its approach for classifying leased department
stores. The new system seems to have slightly reduced total retail sales for the nation,
as well as changed sectoral numbers within states. Fortunately, the figures in Table 2
offer growth rates with an internally consistent classification.

• 1982 - 1987: This change is computed from the 1987 census books, Table 3. Over this
period, the SIC system changed its guidelines for classifying department stores and
some electronics establishments. Table 3 presents the 1982 and 1987 figures under
an internally consistent classification.

• 1987 - 1992: We compute this change from Table 3 in the 1992 census books. In this
case, the figures for 1987 seem to exactly match the headline figures from the 1987
books.

• 1992 - 1997: In 1997, the Census Bureau began classifying establishment using the
NAICS system. This means the headline figures published for 1997 are not compa-
rable to the sales totals for 1992. Fortunately, the Census Bureau published an auxu-
liary document which re-tabulates the 1997 data using SIC classifications at the state
level.55 We compute our growth rates using the 1992 SIC totals and the re-tabulated
1997 SIC values released in the auxiliary tables.

Unfortunately, there is one complication with the auxiliary tables mentioned above:
for 5 states, the total retail trade sales are censored to prevent identification of the
sales of individual companies.56 For example, in California, total retail trade sales

55This document is named 1997 Economic Census Core Business Statistics Se-
ries: Comparative Statitistics. It is can currently be found at this link :
https://www.census.gov/library/publications/1997/econ/census/core-business-statistics-series.html

56Sales totals are missing for California, Washington, Wyoming, South Dakota, and the District of
Columbia. The Census appears to have censored an unusually large number of data cells in these tables,
as the publication of comprehensive NAICS and SIC tables considerably increased the information available
to identify establishments in narrow industry categories. Ther eis a brief discuss in the linked document, p.
12.
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are censored, along with sales amounts for department stores and home furnishings
stores. Fortunately, sales amounts are still published for the other major retail trade
sectors (apparel, automotive, etc.).

To deal with this issue, we perform imputations at the narrowest industry levels pos-
sible (so in the case of California, we work to impute the sales for department stores
and home furnishing stores, allowing us to calculate the sum for the retail trade sec-
tor). The procedure of our imputations roughly works as follows:

1. Identify a 3 digit SIC industry that requires imputation. For example, in Cali-
fornia, we need to impute sales for Home Furnishing and Furniture Stores (SIC
571). Further identify all 4 digit SIC sub-industries which aggregate to the 3 digit
industry. In this case, SIC 571 is an aggregate of SIC 5712 and SIC 5713.

2. Using the Census Bureau’s 1997 Bridge Between SIC and NAICS, identify all 8
digit NAICS codes which map into each 4 digit SIC code.57 For example, in the
bridge, SIC Code 5712 is the sum of the following seven 8 digit NAICS Codes:
33711030, 33712130, 33712220, 44211010, 44211020, 44211030, 44211041. Mean-
while, SIC Code 5713 is the sum of a single 8 digit NAICS Code, 44221010. This
means that the 3 digit value we wish to impute, SIC 571, is the sum of eight dif-
ferent 8-digit NAICS codes.

3. We then impute values for these 8-digit NAICS codes. Since 8-digit sales are
never published at the geographic level, we first find the most narrow geographic
sales figure available. For example, the 1997 NAICs Tables for California contains
sales information for the 6-digit NAICS 442110. This 6-digit code is a sum con-
taining the sales of several of the 8-digit codes we want to estimate (4 of 8-digit
codes we want, to be specific). Our goal is now to determine what fraction of
those 6-digit sales were in the 8-digit bins we care about.

4. To estimate these fractions, we rely on national data. The bridge table presents 6
and 8 digit sales information at the national level. For the nation, the sales of the
8 digit NAICS 44211010 were 75.2% of the sales of the 6 digit NAICS 442110. Our
assumption is that for California, this fraction was the same, and so our estimate
of the 8-digit NAICs value is the 6-digit value times 75.2%.

5. We sum all of our 8-digit NAICS sales estimates to recover an estimate of the
relevant 3-digit SIC sales amount.

The exact details of the procedure vary somewhat from state-industry to state-industry.
In some cases we can be precise about the sum of two sub-industries sales, even
when the exact sales of each industry are unknown. In a handful of cases, stronger
assumptions are needed to impute a NAICS sales value.

After completing imputations for 5 states, we calculate our final 5 year SIC retail sales
growth rates.

57The bridge pdf can be found at this link https://www2.census.gov/library/publications/economic-
census/1997/core-business-statistics-series/97x-cs3.pdf
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• 1997 - 2002, 2002 - 2007, 2007 - 2012, 2012 - 2017: Each of these 5 year changes is
computed from the Economic Census NAICS Tables on the Census Bureau’s website.
There were no important changes to the NAICS retail definition over this period. In
addition to including sales for the 44-45 NAICS Codes, we include food service sales
(NAICS 722). We continue to subtract the sales of non-Store retailers, which become
large as e-commerce grows through the 2000s.

F.3 MRTS

Data construction:

A contribution of this paper is to extend the Monthly Retail Trade Survey data back to
1968 for large areas. Previous work had used data for the 1978 - 1996 sample. More recently
researchers appear to have lost the data for 1978 - 1985; the work (Mian et al. (2020)) uses
only data from 1986 on, presumably because this is the only data currently published on
the Census Bureau’s website.

The key challenge in constructing these series has been that the Census Bureau occa-
sionally revises its retail definitions and sampling practices. These revisions cause discrete
jumps in the time series which do not reflect economic activity. Our approach to this prob-
lem is to construct 6 internally consistent vintages of the data. Fortunately, each of these
vintages overlaps with an adjacent vintage, which allows us to compare how similar the
growth rates of each vintage are. Reassuringly, where vintages overlap, the growth rates
tend to have correlations over 0.99, even where the levels are different.58 Our final series
simply uses the percent change from the latest available vintage at each point in time, with
a level normalized to the last vintage.

We detail the sources for these six vintages. All data are collected from publications in
the Census Bureau’s Current Business Reports Series, but we offer further specifics below:

1. Final Vintage (Vintage 1), Jan 1982 - Dec 1996: The data for the period of Jan 1987
to December 1996 are sourced from the publication Current business reports. An-
nual benchmark report for retail trade. BR/96-RV.59 Data for the period of Jan 1982
- December 1986 are sourced from editions of the the report Current Business Re-
ports. Revised Monthly Retail Sales and Inventories.60 The final report in the Revised
Monthly Retail Sales Series (edition BR/94-RV, Jan 1985 Through Dec 1994) agrees ex-
actly with the Annual Benchmark Report for the period of Jan 1987 - Dec 1992; there
are small discrepancies over 1993 and 1994, where we defer to the Annual Benchmark
Report, which was published later. For the years of 1986 - 1996, this produces a series
that exactly matches the tables published on the Census Bureau’s website.61

58Thus, it appears that the Census Bureau revisions tend to be mostly be some kind of re-scaling, which has
no effect on growth rates. The Census Bureau suggests that some of its revisions are intended to benchmark
the monthly survey results against results from the Annual Retail Trade Survey, and this may result in re-
scaling.

59This document is currently availablee on HathiTrust at this link
https://catalog.hathitrust.org/Record/003192678

60These reports are available on HathiTrust at this link : https://catalog.hathitrust.org/Record/003003480
61Currently hosted at this link https://www.census.gov/retail/mrts/mrtshist.html
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The data for Jan 1982 - Dec 1984 are taken from edition BR/91-RV (Jan 1982 Through
Dec 1991) of the Revised Monthly Retail Sales Series. The 1985 and 1986 tables in
this series agree exactly with the later report BR/94-RV (which in turn agree with the
Census website), reassuring us that the definition of retail trade used across these
documents is not subject to major changes in scope or re-indexing.

2. Vintage 2, Jan 1978 - Dec 1985: In the late 1980s, the Census Bureau revised the retail
sales series in a way that shifted their levels. Since 1982 was the earliest year for which
it issued the revised series, the data for 1981 and earlier are simply discontinuous
with the final data series. What we call Vintage 2 is an internally consistent time
series for the period of Jan 1978 to Dec 1985, released before the late 1980s revision.
The data for Vintage 2 were collected from early edition of the Revised Monthly Retail
Sales Series discussed above. The specific editions are BR 89-R (Jan 1980 Through
Dec 1989) and BR-13-87S (Jan 1978 Through Dec 1987).

There are several years of overlap between Vintages 1 and 2 in the mid-1980s. This
allows us to compare whether the monthly dynamics of the series are different. For-
tunately, they are extremely similar, as the monthly percent changes have a correla-
tion of over 99%. Thus, our approach to building a 1978 - 1996 time series is simply
to use the percent changes from Vintage 2 to extend Vintage 1 backwards in time.

It is unclear whether previous users of the 1978 - 1996 sample (Hess and Shin, Del
Negro) were aware of the revision problem.

3. Vintage 3, Jan 1976 - Dec 1978: The earliest date for which there is Vintage 2 data is
Jan 1978. However, for 15 large states (and the 9 Geographic Divisions), we can use
auxiliary Current Business Reports to extend the time series further. Again, these re-
ports were published before level revisions were made to Vintage 2, so we are careful
not to splice them together in levels.

Our source for this vintage is the series Current Business Reports. Monthly Retail
Trade. Sales and Accounts Receivable. The data for Jan 1978 to Dec 1978 are sourced
from the December 1978 edition (BR-78-12).62 This was the final edition published
before a sequence of level revisions went into effect. The data for Jan 1977 to Dec
1977 are taken from the Jan 1978 volume (BR-78-01), and the data for Jan 1976 to Dec
1976 are from the September 1977 report (BR-77-09).

The September 1977 report is very explicit that there was a level revision at this time
(indeed, the revision was related to the exclusion of sales taxes from sales figures,
discussed in the previous appendix section). Fortunately, this report republished the
1976 data under the new conventions adopted in 1977. We carefully read every report
between September 1977 and December 1978 to ensure there were no other level
revisions over this period.

4. Vintage 4, Jan 1970 - Dec 1976: According to the September 1971 report (BR-71-09),
there was a large revision enacted in 1971. This report re-tabulates the 1970 data
using the new procedures, and thus serves as our Jan 1970 - Dec 1970 source for

62Some of these volumes can be found on HathiTrust https://catalog.hathitrust.org/Record/002449621
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this vintage. We carefully read all the monthly reports over the September 1971 to
September 1977 period to ensure there are no other major revisions. For each year
between 1971 and 1976, the source for this vintage is the report titled with January of
the following year.

As an additional data quality check, we compare the values from these monthly re-
ports to annual sums reported in the series Current Business Reports: Annual Sales
and Purchases, Year-End Inventories, and Accounts Receivable, by Kind of Business.
(the 1973 volume is BR-73-13). These reports were published some months after the
monthly versions, giving the Census Bureau time to publish any additional updates
to the data. We find the series match across the annual and monthly reports, with the
exception of a small typo for New York’s 1971 non-durable sales.

5. Vintage 5, Sep 1967 - Dec 1970: The September 1968 report (BR-68-09) explains that
an important sample revision was implemented in late 1968. The data for late 1967
and 1968 were taken from this report, along with the January 1969 report. Data for
the years of 1969 and 1970 were taken from the Jan 1970 and Jan 1971 reports, and
double-checked against the Annual Sales and Purchases volumes. These sources
agreed, except for a small discrepancy related to a revision of California’s 1969 data.

6. Vintage 6, Jan 1966 - Sep 1967: The very earliest geographic retail sales report was
published for April 1963, with 12 months of information for 9 large states.63 After
reading the remaining reports for the 1960s, we verified there is no need to define
additional vintages of the data. However, some of the monthly fluctuations in the
data over the 1963 - 1966 period are extreme to the point that we do not believe the
Census was using the same sampling or statistical procedures that it employs for the
majority of the survey’s life. For that reason, we drop values from before 1967.

Geographic Divisions Definition:

Geographic divisions: New England: Maine, New Hampshire, Vermont, Massachusetts,
Rhode Island, Connecticut; Mid Atlantic: New York, New Jersey, Pennsylvania; West North
Central: Minnesota, Iowa, Missouri, North Dakota, South Dakota, Nebraska, Kansas; East
North Central: Ohio, Indiana, Illinois, Michigan, Wisconsin; South Atlantic: Delaware,
Maryland, DC, Virginia, West Virginia, North Carolina, South Carolina, Georgia, Florida;
East south Central: Kentucky, Tennessee, Alabama, Mississippi; West South Central: Arkansas,
Louisiana, Oklahoma, Texas; The West: Mountain: Montana, Idaho, Wyoming, Colorado,
New Mexico, Arizona, Utah, Nevada; Pacific: Washington, Oregon, California, Alaska, Hawaii

G Sampling with Sequential Monte Carlo

We are interested in conducting inference on functions h(θ), such as the model parame-
ters themselves or latent state-level consumption. This requires characterizing the model’s
posterior p(θ|y). Let y = {yt} be the dataset, p(θ) the prior, and p(y|θ) the likelihood from

63The report can be found here: https://babel.hathitrust.org/cgi/pt?id=pst.000072746134&seq=1
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the the extended Kalman filter. Then,

p(θ|y) = p(y|θ)p(θ)∫
p(y|θ)p(θ)dθ

For convenience, we follow Herbst and Schorfheide (2016) and define π(θ) = p(θ|y), f(θ) =
p(y|θ)p(θ) and Z = p(y) =

∫
p(y|θ)p(θ)dθ so that π(θ) = f(θ)/Z.

A standard approach to this problem is to draw samples {θi} from the posterior π(θ) us-
ing random walk Metropolis Hastings (RWMH) in order to estimate a Monte Carlo average
h̄({θi}) =

∑N
i=1 h(θ

i). As is well known, this sampling routine is quite inefficient when p(θ|y)
is high-dimensional or multimodal. Common issues include a tendency to “get stuck” in
local modes and high autocorrelation of draws. These can lead to an inaccurate approx-
imation of the posterior and have been highlighted as important obstacles to estimating
medium-sized DSGE models using RWMH. Our model has an order of magnitude more
parameters than those typically have and is therefore a poor candidate for RWMH.

We instead make use of sequential Monte Carlo (SMC), an alternative sampling algo-
rithm that has found use in estimating DSGE models. SMC techniques were originally
developed for nonlinear particle filtering but have found use in estimating model param-
eters as well. SMC can be viewed as an augmented form of importance sampling, where
draws from our desired distribution π(θ) are created by reweighting draws from an easier-
to-sample proposal distribution g(θ). Formally, this starts with the identity

Eπ[h(θ)] =

∫
h(θ)π(θ)dθ =

1

Z

∫
h(θ)w(θ)g(θ)dθ, where w(θ) =

f(θ)

g(θ)

wherew(θ) is an importance weight that transforms draws from g(θ) into draws from π(θ) =
f(θ)/Z. Given a size N iid sample {θi} ∼ g(θ) we can therefore calculate normalized
weights for each draw as W i = w(θi)/

∑N
j=1w(θ

j). The combined set {θi,W i} represents
our approximation of π(θ) and are typically called “particles” in line with their origin from
particle filtering. The corresponding Monte Carlo average approximation is:

h̄({θi,W i}) =
N∑
i=1

h(θi)W i a.s.−−−−→
N−→∞

Eπ[h(θ)]

Convergence to the true expectation occurs under mild conditions on h and is discussed
further in Geweke (1989) and Herbst and Schorfheide (2015).

If the prior and posterior differ substantially then this simple procedure may yield few
useful draws, i.e. ones from high-probability regions of the posterior, and therefore have
large Monte Carlo errors. This will manifest in a large variance of the weights W i. The core
insight of SMC is that even if taking a single importance sampling step from the prior to
the posterior fails, a series of smaller steps can still succeed. In practice, this mean doing
importance sampling iteratively on a sequence of bridging distributions that begins with
the prior and ends with the posterior. Following the treatment in Herbst and Schorfheide
(2016) we index these bridge distributions with n:

πn(θ) =
fn(θ)

Zn

=
[p(y|θ)]ϕnp(θ)∫
[p(y|θ)]ϕnp(θ)dθ

, n = 1, ...Nϕ
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where ϕn is an increasing sequence of “tempering” parameters with ϕ0 = 0, ϕNϕ
= 1. This

sequence of πn transforms gradually from the prior into the likelihood as ϕ → 1.

The basic SMC algorithm proceeds as follows. For each stage n, incoming particles
{θin−1,W

i
n−1} are first corrected by reweighting them to reflect the change between πn−1 and

πn. If the distribution of particles has degraded sufficiently so that the variance of new
weights W i

n is large, particles are selected. In this (optional) step, we resample the parti-
cles according to their weights W i

n to remove poor performers. While this introduces noise
into the approximation, it helps to keep the number of effective draws large. Lastly, parti-
cles are mutated using Metropolis Hasting steps to transform them from θin−1 to θin. These
MH steps are done using πn as the stationary distribution. This adapts each particle to the
current bridge distribution and further improves the accuracy of the approximation. This
sequence is initialized with draws from the prior and uniform weights: {θi0, 1}, θi0 ∼ p(θ).
The specific SMC implementation we use from Cai et al. (2021) includes many improve-
ments on the basic scheme outlined above to improve performance for difficult posteriors.
These are described further in the referred to paper and generally involve adaptive features
that ensure the particle distribution does not decay precipitously step-to-step and that the
MH steps during mutation succeed reasonably often.

Previous work on related models in economics and on particle filtering methods in
statistics support the use of SMC in this context. First, the model presented here has an-
tecedents in work by Aruoba et al. (2016) and others that aims to “filter out” measurement
error in macroeconomic time series by using observations from multiple noisy indicators.
These first authors have shown that the combination of classical measurement errors with
an otherwise identified ARMA model preserves identification; our setting is analogous as
the underlying unobserved components model is identified (Nelson et al. 03). Second, re-
cent research on adapting particle filters for use in high-dimensional settings suggests that
our SMC implementation should perform well here. Particle filters and SMC both attempt
to approximate some unknown posterior distribution using a series of importance sam-
pling steps and therefore have similar theoretical properties. Both practitioners and theo-
retical researchers have noted that standard particle filtering methods, which use only the
mutation and correction steps from above, often fail in high dimensions64. Bengtsson et
al. (2008) show this formally, proving that as the number of dimensions increases the dis-
tribution of weights converges to a point mass. In essence, a particle filter in high dimen-
sions will generate only a single draw from the posterior rather than N draws. Thankfully,
subsequent work by Rebeschini and Van Handel (15) show that by resampling particles
and making basic modifications to the mutation step the weight distribution can be sta-
bilized given a fixed N and arbitrarily large number of dimensions. These modifications
were already incorporated in the SMC implementation we use and as such the results of
Rebeschini and Van Handel should carry over to our setting as well.

64For SMC, a higher dimension corresponds to a longer parameter vector θ.
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